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INTRODUCTION
Research Initiation Program - 1988

AFOSR has provided funding for follow-on research efforts for the participants in the
Summer Faculty Research Program. Initially this program was conducted by AFOSR and
popularly known as the Mini-Grant Program. Since 1983 the program has been conducted
by the Summer Faculty Research Program (SFRP) contractor and is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to about half the
number of participants in the SFRP.

Participants in the 1988 SFRP competed for funding under the 1988 RIP. Participants
submitted cost and technical proposals to the contractor by 1 November 1988, following their
participation in the 1988 SFRP.

Evaluation of these proposals was made by the contractor. Evaluation criteria consisted
of:

1.  Technical Excellence of the proposal
2.  Continuation of the SFRP effort
3.  Cost sharing by the University

The list of proposals selected for award was forwarded to AFOSR for approval of funding.
Those approved by AFOSR were funded for research efforts to be completed by 31 December
19889.

The following summarizes the events for the evaluation of proposals and award of
funding under the RIP.

A Rip proposals were submitted to the contractor by 1 November 1988. The
proposals were limited to $20,000 plus cost sharing by the universities. The
universities were encouraged to cost share since this is an effort to establish
a long term effort between the Air Force and the university.

B. Proposals were evaluated on the criteria listed above and the final award
approval was given by AFOSR after consultation with the Air Force
Laboratories.

C. Subcontracts were negotiated with the universities. The period of performance

of the subcontract was between October 1988 and December 1989.

Copies of the Final Reports are presented in Volumes I through IV of the 1988 Research
Initiation Program Report. There were a total of 92 RIP awards made under the 1988
program.
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PROGRAM STATISTICS

Total SFRP Participants 153

Total RIP Proposals submitted by SFRP 121

Total RIP Proposals submitted by GSRP 5
Total RIP Proposals submitted 126
Total RIP’s funded to SFRP 85
Total RIP’s funded to GSRP 3
Total RIP’s funded 88

Total RIP’s Proposals submitted by HBCU’s 8
Total RIP’s Proposals funded to HBCU’s 4
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Laboratory

AAMRL
AFWAL/APL
ATL

AEDC
AFWAL/AL
ESMC

ESD

ESC
AFWAL/FDL
FJSRL
AFGL

HRL
AFWAL/ML
OEHL

AL

RADC

SAM

WL

WHMC

Total

LABORATORY PARTICIPATION
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LIST OF UNIVERSITIES THAT PARTICIPATED

Akron, University of
Alabama, University of
Albany College

Arizona State University
Arizona, University of
Arkansas State University
Arkansas, University of
Auburn University

Austin Peay State Univ.
Ball State University
Boston College

California State Univ.
California, Univ. of

Calvin College

Carnegie Mellon University
Central State University
Central Wesleyan College
Cincinnati, University of
Clarkson University
Clemson University
Colorado State University
Columbia Basin College
Dayton, University of
Delta State University
East Texas State University
Eastern New Mexico Univ.
Fairleigh Dickinson Univ.
Fayetteville State Univ.
Florida Inst. of Technology
Florida, University of
Francis Marion University
George Mason University
Georgia Inst. of Technology
Georgia, University of
Gonzaga University
Hampton University
Illinois Inst. of Technology
Indiana University

Iowa State University
Jackson State University
Jacksonville State Univ.
Jarvis Christian College
Kentucky, University of
LaVerne, University of
Louisiana State University
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Louisiana Tech. University
Lowell, University of
Maine, University of
Meharry Medical College
Miami University

Miami, University of
Michigan State University
Michigan Tech. University
Michigan, University of
Minnesota, University of
Missouri Western State Coll.
Missouri, University of
Montana, University of
Montclair State College
Morehouse College
Muhlenberg College
Murray State University
Nebraska, University of
New Hampshire, Univ. of
New Mexico, University of
New York State University
New York, City College of
North Carolina State Univ.
North Carolina, Univ. of
Northern Illinois Univ.
Ohio State University
Oklahoma State University
Oral Roberts University
Oregon Inst. of Technology
Oregon State University
Pennsylvania State Univ.
Polytechnic University
Prairie View A&M Univ.
Presbyterian College
Purdue University
Redlands, University of
Rennsselaer Polytechnic Inst
Rice University

Rochester Inst. of Tech.
Rose-Hulman Inst. of Tech.
Saint Paul’s College

San Francisco State Univ.
Santa Clara University

Southeast Oklahoma State U.

Southern Mississippi, Univ.
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LIST OF UNIVERSITIES THAT PARTICIPATED
Continued

Southern University

Southwest Missouri State U.

St. Norbert College
Staten Island, College of
Syracuse University
Taylor University

Tennessee Space Inst., Univ.

Tennessee Tech. University
Tennessee, University of
Texas A&I University
Texas Lutheran College
Texas, University of
Towson State University
Trinity University
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Tuskegee University
Virginia Polytechnic Inst.
Warren Wilson College
Wayne State University
Wesleyan College

West Florida, University of
West Texas State Univ.
West Virginia Tech.
Western Illinois University
Western Michigan University
Widener University
Wilberforce University
Wisconsin-Madison, Univ. of
Wright State University

Total
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PARTICIPANTS LABORATORY ASSIGNMENT




PARTICIPANT LABORATORY ASSIGNMENT

AERO PROPULSION LABORATORY
(Wright-Patterson Air Force Base)

Dr. Suresh K. Aggarwal (1987) Dr. Arthur A. Mason (1986)
University of Illinois at Chicago University of TEnnessee Space Institute
Specialty: Aerospace Engineering Specialty: Physics

Dr. Mingking K. Chyu Dr. Douglas G. Talley

Carnegie Mellon University University of Michigan

Specialty: Heat Transfer Specialty: Combustion

Dr. Derek Dunn-Rankin Dr. Richard Tankin (1987)
University of California Northwestern University
Specialty: Laser Diagnostics (combustion) Specialty: Mechanical Engineering
Dr. Wayne A. Eckerle Dr. Cheng-Hsiao Wu (1387)
Clarkson University University of Missouri

Specialty: Experimental Fluid Mechanics Specialty: Solid State Physics
ARMAMENT LABORATORY

(Eglin Air Force Base)

Dr. Ibrahim A. Ahmad Dr. Manuel A. Huerta

Northern Illinois University University of Miami

Specialty: Statistics and Operations Specialty: Plasma Physics

Dr. Charles Bell (1987) Prof. Anastas Lazaridis
Arkansas State University Widener University

Specialty: Mechanical Engineering Specialty: Ablation, Solar Energy
Dr. Stephen J. Dow Dr. Kwang S. Min

Univ. of Alabama in Huntsville East Texas State University
Specialty: Discrete Mathematics Specialty: Signal Processing

Dr. Joseph J. Feeley (1987) Dr. Joseph J. Molitoris
University of Idaho Muhlenberg College

Specialty: Electrical Engineering Specialty: Nuclear Physics

Prof. Wafa E. Yazigi
Columbia Basin College
Specialty: Solid Mechanics




Harry G. Armstrong Aerospace Medical Research Laboratory

(Wright-Patterson Air Force Base)

Dr. Charles D. Covington
University of Arkansas
Specialty: Digital Signal Processing

Dr. Barry P. Goettl
Clemson University
Specialty: Engineering Psychology

Dr. David G. Payne
SUNY Binghamton
Specilaty: Human Memory

Dr. Donald Robertson (1987)
Indiana University of PA

Specialty: Psychology

Dr. Joseph E. Saliba
University of Dayton
Specialty: Engineering Mechanics

Dr. Sanford S. Singer
University of Dayton
Specialty: Enzymology

ARNOLD ENGINEERING DEVELOPMENT CENTER

(Arnold Air Force Base)

Mr. Ben A. Abbott (GSRP)
Vanderbilt University
Specialty: Electrical Engineering

Dr. Eustace L. Dereniak
University of Arizona
Specialty: Infrared Physics

ASTRONAUTICS LABORATORY
(Edwards Air Force Base)

Dr. Gurbux S. Alag (1987)
Western Michigan University
Specialty: Systems Engineering

Dr. Clarence Calder
Oregon State University
Specialty: Stress Wave Propagation

Mr. David B. Chenault (GSRP)
University of Alabama

Specialty: Physics

ix

Prof. William M. Grissom
Morehouse College
Speciaity: Combustion Diagnostics

Dr. William Sutton (1985)
University of Oklahoma
Specialty: Heat Transfer

Dr. Ahmad D. Vakili
Univ. of Tennessee Space Inst.
Specialty: Unsteady Flows

Dr. David W. Jensen
Pennsylvania State University
Specialty: Advanced Composite Materials

Dr. John Kenney (1987)
Eastern New Mexico University
Specialty: Phsyical Chemistry

Dr. Mark A. Norris

Virginia Polytechnic Inst. & State Univ.

Specialty: Structural Dynamics &
Controls




ASTRONAUTICS LABORATORY
(Edwards Air Force Base)
(continued)

Dr. Phillip A. Christiansen
Clarkson University
Specialty: Physical Chemistry

Dr. Susan T. Collins
California State University
Specialty: Matrix Isolation Spectroscopy

AVIONICS LABORATORY
(Wright-Patterson Air Force Base)

Prof. William K. Curry (1987)
Rose-Hulman Inst. of Technology
Specialty: Computer Science

Dr. Gerald W. Grams
Georgia Tech.
Specialty: Atmospheric Physics

ENGINEERING AND SERVICES CENTER

(Tyndall Air Force Base)

Dr. Wayne A. Charlie
Colorado State University
Specialty: Geotechnical Engineering

Dr. David H. DeHeer
Calvin College
Specialty: Molecular Biology

Dr. Deanna S. Durnford
Colorado State University
Specialty: Groundwater

Dr. Neil J. Hutzler
Michigan Tech. University
Specialty: Environmental Engineering

Dr. Rameshwar P. Sharma
Western Michigan University
Specialty: Fluid Mechanics

Dr. Siavash H. Sohrab (1986)
Northwestern University
Specialty: Engineering Physics

Dr. David Hemmendinger
Wright State University
Specialty: Logic Programming

Dr. Periasamy K. Rajan
Tennessee Tech. University
Specialty: Digital Signal Processing

Dr. Mateen M. Rizki
Wright State University
Specialty: Modeling and Simulation

Dr. Peter Jeffers (1987)
S.UN.Y.

Specialty: Chemistry

Dr. Richard S. Myers
Delta State University
Specialty: Experimental Physical Chem.

Dr. William Schulz (1987)
Eastern Kentucky University

Specialty: Chemistry

Dr. Dennis Truax (1987)
Mississippi State University
Specialty: Civil Engineering




ELECTRONIC SYSTEMS DIVISION
{Hanscom Air Force Base)

Mr. George N. Bratton
Austin State Peay State Univ.
Specialty: Statistics

FLIGHT DYNAMICS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Peter J. Disimile (1986)
University of Cincinnati
Specialty: Fluid Mechanics

Mr. Thomas Enneking (GSRP), (1987)
University of Notre Dame
Specialty: Civil Engineering

Dr. Awatef Hamed
University of Cincinnati
Specialty: Engineering

Dr. Yulian B. Kin
Purdue University Calumet
Specialty: Stress Analysis

Dr. Oliver McGee (1987)
Ohio State University
Specialty: Engineering Mechanics

FRANK J. SEILER RESERACH LABORATORY

(United States Air Froce Academy)

Dr. Richard Bertrand (1985)
University of Colorado

Dr. John F. Dalphin
Towson State University
Specialty: Computer Science

Dr. Stephan Kolitz (1986)
University of Massachusetts
Specialty: Operations Reserach

Dr. James A. Sherwood
University of New Hampshire
Specialty: Solid Mechanics

Dr. Gary Slater (1987)
University of Cincinnati
Specialty: Aerospace Engineering

Dr. Kenneth M. Sobel
The City College of New York
Specialty: Eigenstructure

Dr. Forrest Thomas (1987)
University of Montana

Specialty: Chemistry

Mr. David F. Thompson (GSRP)
Purdue University
Specialty: Computer Information

Dr. William E. Wolfe
Ohio State University
Specialty: Geotechnical Engineering

Dr. Tammy J. Melton
St. Norbert College

Specialty: NMR Spectroscopy, Atomic Spectroscopy Specialty: Inorganic Synthesis




FRANK J. SEILER RESERACH LABORATORY
(United States Air Froce Academy)
(continued)

Dr. Dan R. Bruss
Albany College of Pharmacy
Specialty: Physical Organic Chemistry

Dr. Charles M. Bump (1987)
Hampton University
Specialty: Organic Chemistry

Dr. Michael L. McKee
Auburn University
Specialty: Molecular Orbital Theory

GEOPHYSICS LABORATORY
(Hanscom Air Force Base)

Dr. Lucia M. Babcock
Louisiana State University
Specialty; Gas Phase Ion-Molecule Chem.

Dr. Pradip M. Bakshi
Boston College
Specialty: Quantum Theory

Dr. Donald F. Collins
Warren Wilson College
Specialty: Optics, Image Processing

Dr. Lee Flippin (1987)
San Francisco State University
Specialty: Organic Chemisty

HUMAN RESOURCES LABORATORY

Dr. Patricia L. Plummer
Columbia Univ. of Missouri
Specialty: Quantum Chemistry

Dr. Howard Thompson (1987)
Purdue University
Specialty: Mechanical Engineering

Dr. Melvin Zandler (1987)
Wichita State University
Specialty: Physical Chemistry

Dr. Janet U. Kozyra
University of Michigan
Specialty: Space Physics

Dr. Steven Leon (1987)
Southeastern Massachusettes
Specialty: Mathematics

Dr. John P. McHugh
University of New Hampshire
Specialty: Fluid Mechanics

Dr. Timothy Su (1987)
Southeastern Massachusetts Univ.
Specialty: Physical Chemistry

(Brooks, Williams and Wright-Patterson Air Force Base)

Dr. Ronna Dillion (1987)
Southern Illinois University
Specialty: Educational Psychology

Dr. J. Kevin Ford
Michigan State University
Specialty: Industrial/Organ. Psychology

Dr. Jorge L. Mendoza (1986)
Texas A&M University

Specialty: Psychology

Dr. Philip D. Olivier (1986)
University of Texas
Specialty: Electrical Engineering




HUMAN RESOURCES LABORATORY

(Brooks, Williams and Wright-Patterson Air Force Base)

(continued)

Dr. Hugh. P. Garraway, III
Univ. of Southern Mississippi
Specialty: Computer Based Learning

Dr. Douglas E. Jackson
Eastern New Mexico University
Specialty: Math/Statistical Information

Dr. Charles E. Lance
University of Georgia

Specialty: Industrial/Organizational Psy.

Dr. Thomas L. Landers
University of Arkansas
Specialty: Reliability & Maintainability

LOGISTICS COMMAND
(Wright-Patterson Air Force Base)

Dr. Ming-Shing Hung (1986)
Kent State University

Dr. Mufit H. Ozden
Miami University
Specialty: Operations Research

Dr. Dharam S. Rana
Jackson State University
Specialty: Quantitative Techniques

Dr. Jonathan M. Spector
Jacksonville State University

Specialty: Logic

Dr. Charles Wells (1987)
University of Dayton
Specialty: Management Science

Dr. Robert K. Young
University of Texas
Specialty: Experimental Psychology

Specialty: Business Administration & Management Science

MATERIALS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Bruce Craver (1987)
University of Dayton
Specialty: Physics

Dr. Parvis Dadras
Wright State University
Specialty: Mechanics of Materials

Dr. David A. Grossie
Wright State University

Specialty: X-ray Crystallography

Dr. Gordon Johnson (1987)
Walla Walla College
Specialty: Electrical Engineering

Dr. L. James Lee

The Ohio State University

Specialty: Polymer & Composite
Processing




MATERIALS LABORATORY
(Wright-Patterson Air Force Base)
(continued)

Dr. Barry K. Fussell
University of New Hampshire
Specialty: Systems Modeling & Controls

Dr. John W. Gilmer (1987)
Penn State University
Specialty: Physical Chemistry

Dr. Michael Sydor
University of Minnesota
Specialty: Optics, Material Science

Dr. Richard S. Valpey
Wilberforce University
Specialty: Organic Synthesis

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY

(Brooks Air Force Base)

Dr. Steven C. Chiesa
Santa Clara University
Specialty: Biological Waste Treatment

Dr. Larry R. Sherman
University of Akron
Specialty: Organotin Chemistry

ROME AIR DEVELOPMENT CENTER
(Griffiss Air Force Base)

Dr. Keith A. Christianson
University of Maine
Specialty: Electronic Materials

Dr. Hugh K. Donaghy
Rochester Inst. of Technology
Specialty: Natural Language Processing

Dr. Oleg G. Jakubowicz
State University of New York
Specialty: Neural Nets

Dr. Louis Johnson (1987)
Oklahoma State University
Specialty: Electrical Engineering

Dr. Samuel P. Kozaitis
Florida Institute of Tech.

Specialty: Optics, Computer Architecture

Dr. Gary R. Stevens
Oklahoma State University
Specialty: Stochastic Processes

Dr. Shirley A. Williams (1986)
Jackson State University

Specialty: Physiology

Dr. David Sumberg (1987)
Rochester Institute of Tech.

Specialty: Physics

Dr. Donald R. Ucci
Illinois Inst. of Technology
Specialty: Adaptive Arrays

Dr. Peter J. Walsh
Fairleigh Dickinson University
Specialty: Superconductivity

Dr. Kenneth L. Walter
Prairie View A&M University
Specialty: Chemical Engineering Process

Dr. Gwo-Ching Wang
Rensselaer Polytechnic Inst.
Specialty: Surface Sciences




SCHOOL OF AEROSPACE MEDICINE

(Brooks Air Force Base)

Dr. Ronald Bulbulian
University of Kentucky
Specialty: Exercise Physiology

Dr. John A. Burke, Jr.
Trinity University
Specialty: Inorganic Compounds

Dr. Hoffman H. Chen (1986)
Grambling State University
Specialty: Mechanical Engineering

Dr. Frank O. Hadlock (1986)
Florida Atlantic University
Specialty: Mathematics

Dr. Eric R. Johnson
Ball State University
Specialty: Protein Biochemistry

Dr. Harold G. Longbotham
Univ. of Texas - San Antonio
Specialty: Nonlinear Digital Filtering

Dr. Mohammed Maleque (1987)
Meharry Medical College
Specialty: Pharmacology

WILFORD HALL MEDICAL CENTER
(Lackland Air Force Base)

Dr. David R. Cecil
Texas A&I University
Specialty: Algebra (Finite Fields)

WEAPONS LABORATORY
(Kirtland Air Force Base)

Dr. Albert W. Biggs (1986)
Unviersity of Alabama
Specialty: Electrical Engineering

Dr. Parsottam J. Patel (1986)
Meharry Medical College
Specialty: Microbiology

Dr. William Z. Plachy
San Francisco State University
Specialty: Physical Chemistry

Dr. Ralph Peters (1987)
Wichita State University

Specialty: Zoology

Dr. Thomas R. Rogge
Iowa State University
Specialty: Finite Element Analysis

Prof. Sonia H. Sawtelle-Hart
Univ. of Texas - San Antonio
Specialty: Exercise Physiology

Dr. Wesley Tanaka (1987)
University of Wisconsin

Specialty: Biochemistry

Dr. John R. Wright
Southeast Oklahoma State Univ.

Specialty: Biochemistry

Dr. Donald Welch (1986)
Texas A&M University
Specialty: Microbiology

Dr. William M. Jordan
Lousiana Tech. University
Specialty: Composite Materials




WEAPONS LABORATORY
(Kirtland Air Force Base)

(continued)

Dr. Lane Clark Dr. Arkady Kheyfets

University of New Mexico North Carolina State Univ.
Specialty; Graph Theory Specialty: Mathematical Physics
Dr. David A. Dolson Dr. Barry McConnell (1987)
Murray State University Florida A&M University
Specialty; Laser Spectroscopy Specialty: Computer Science

Dr. William Wheless (1987)
New Mexico State University
Specialty: Electrical Engineering
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MINI-GRANT RESEARCH REPORTS

1988 RESEARCH INITIATION PROGRAM

Technical
Report
Number Title and Mini-Grant No. Professor
Volume I
Armament Laboratory
1 Statistical Analysis of Residual Target Dr. Ibrahim A. Ahmad
Performance and for Measures of Target
Partial Availability
Pending Approval
210-9MG-010
2 Synergistic Effects of Bomb Cratering, Dr. Charles Bell (1987)
Phase II
760-TMG-025
3 Automated Motion Parameter Determi- Dr. Stephen J. Dow
nation from an Image Sequence
210-9MG-025
4 Modeling and Simulation on Micro- Dr. Joseph J. Feeley (1987)
computers, 1989
760-TMG-070
5 Two Dimensional MHD Simulation of Dr. Manuel A. Huerta
Accelerating Arc Plasmas
210-9MG-090
6 Modeling Reactive Fragments Prof. Anastas Lazaridis
210-9IMG-011
7 Target-Aerosol Discrimination for Dr. Kwang S. Min
Active Optical Proximity Sensors
210-9MG-016
8 The Dynamics of Impact L -. Joseph J. Molitoris
210-9MG-008
9 Report Not Acceptable at this Time Prof. Wafa E. Yazigi
210-9IMG-015




Arnold Engineering Development Center

10

11

12

13

14

Multigraph Kernel for Transputer Based

Systems
21-9MG-087

MTF Studies of IR Focal Plane Arrays
at Low Flux Levels
210-9IMG-020

Droplet Size Distributions and Combustion
Modeling in a Pintle Injector Spray
210-9MG-069

Multiple Scattering in Solid Fuel
Rocket Plumes
760-0MG-091

Influence of Forced Disturbances on the
Vortex Core and the Vortex Burst
210-9MG-056

Astronautics Laboratory

15

16

17

18

19

Large Space Structure Parameter
Estimation
760-TMG-042

Integrated Strain Measurement in
Composite Members Using Embedded
Constantan Wire

Pending Approval

210-9MG-076

Calibration of the Infrared Spectro-
polarimeter
210-9IMG-026

Computer Code to Include Core Polar-
ization in Effective Potential Basis
Set Expansion Studies

210-9MG-092

Fluorescence Spectra of Matrix-
isolated Lithium
210-9MG-115

Mr. Ben A. Abbott (GSRP)

Dr. Eustace L. Dereniak

Prof. William M. Grissom

Dr. William Sutton (1985)

Dr. Ahmad D. Vakili

Dr. Gurbux S. Alag (1987)

Dr. Clarence Calder

Mr. David B. Chenault (GSRP)

Dr. Phillip A. Christiansen

Dr. Susan T. Collins




20

21

23

24

Calibration of Composite-Embedded
Fiber-Optic Strain Sensors

Pending Approval

210-9MG-052

Energy-And Time-Resolved Photophysics
and Photochemistry of High Energy
Cryogenic Metal-Containing Rocket Fuels
760-TMG-019

Experimental Verification and Develop-
ment of Structural Identification
Techniques on a Grid

210-9MG-045

Report Not Available at this Time
210-9MG-103

Experimental Investigation of the
Stability of Jets Near the Critical
Point

760-6MG-110

Electronics Systems Division

25

26

27

HF Network Evaluation
210-SMG-012

Report Not Available at this Time
210-9IMG-023

Reliability in Satellite Communication
Networks

Pending Approval

760-6MG-094

Engineering and Services Center

28

29

High Intensity Compressive Stress Wave
Propagation Through Unsaturated Sands
210-9MG-075

Decontamination and Elisa Analysis

of Blood Group Substances from Human
Tissue

Pending Approval

210-9MG-112

Dr.

Dr.

Dr.

Dr.

Dr.

Dr.

Dr.

Dr.

. David W. Jensen

John Kenney (1987)

Mark A. Norris

Rameshwar P. Sharma

Siavash H. Sohrab (1986)

. George N. Bratton

John F. Dalphin

Stephan Kolitz (1986)

Wayne A. Charlie

David H. DeHeer




30

31

32

33

34

35

Volume II

Estimation of Jet Fuel Contamination
1n Soils
210-9IMG-074

Extraction of Volatile Organic Chemicals
from Unsaturated Soil: Experimental
Resulls and Model Predictions
210-9MG-059

Homogeneous Hydrolysis Rate Constants
for Selected Chlorinated Methanes,
Ethanes, Ethenes, and Propanes
760-TMG-033

Sorption Kinetics of Volatile Organic
Compounds on Aquifer Materials
210-9MG-047

Report will be Submitted Under
Mini-Grant 210-10MG-095

Report Not Available at this Time
760-TMG-105

Frank J. Seiler Research Laboratory

36

37

38

39

40

NMR Studies of Alkylammonium-Chlor-

oaluminate Room-Temperature Electrolytes

760-0MG-095

Mechanistic Studies on the Thermal
Decomposition of NTO by High
Performance Liquid Chromatography
210-9MG-111

Aromatic Nitrations in Chloroaluminate
Melts
760-TMG-076

Calculated C-NO, Bond Dissociation
Energies (Partl) and A MCSCF Study of
the Rearrangement of Nitromethane to
Methyl Nitrite.(Part II)

210-9MG-054

Sodium as an Electrode for Chloroaluminate Dr.

Melts
210-9MG-098

Dr.

Dr.

Dr.

Dr,

Dr.

Dr.

Dr.

Dr.

Dr.

Deanna S. Durnford

. Neil J. Hutzler

Peter Jeffers (1987)

Richard S. Myers

William Schulz (1987)

Dennis Truax (1987)

Richard Bertrand (1985)

Dan R. Bruss

Charles M. Bump (1987)

Michael L. McKee

Tammy J. Melton




41

42

43
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NMR Studies of Alkylammonium-Chloroaluminate

Room-Temperature Electrolytes

by
Richard D. Bertrand
ABSTRACT
Confirmation of the NMR relaxation results determined earlier by
the author is reported for more carefully prepared samples of the title
materials. Chemical shift studies of the NMR of lead, tin and chlor-
ides and preliminary studies of gallium chloride dissolved in the tit'e
compounds as solvents are also discussed. While studies of lead chlor-
ide proved difficult, that of tin revealed the formation of a complex
of tin with chloride having a stoichiometric ratio of three chloridés

per tin.
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[. INTRODUCTIOHN: The author's professional background includes 20

years experience in the applications of Nuclear Magnetic Resonance
(NMR) spectroscopy to problems in chemistry. This experience has
included the measurement of the values and signs of spin-spin coupling
constants in transition metal complexes of phosphorus donors, study of
aromatic-solvent induced chemical shifts, study of 13C-13C spin-spin
coupling in small ring molecules, and examination of the mechanisms of
13C spin lattice relaxation. This background proved valuable to the
people of the Frank J. Seiler Research Laboratory for in discussions
with Dr. Wilkes at the Seiler Laboratory it was noted that Seiler
personnel could not reproduce the work of Matsumoto and Ichikawal which
involved measurement of 27A1 spin lattice relaxation times in room
temperature molten salts. Indeed, it appeared they were unable to
measure this parameter for the aluminum chloride system of interest.
Since the author is gquite experienced at NMR spectroscopy, and spin
lattice relaxation time measurements in particular, it was decided to
propose examination of this problem. In addition, study of the nature
of materials dissolved in the molten salts was proposed. It was
suggested that examination of compounds known to form complexes with
chloride might prove to be instructive.

II1. OBJECTIVES OF THE RESEARCH EFFORT: Recent work of the author has

focused on the measurement of 27A1 NMR spin lattice relaxation times
for the 1-methyl-3-ethylimidazolium chloride/aluminum chloride room-
temperature electrolyte system.Z This work was unable to reproduce

that of Matsumoto and Ichikawa in which non-linear logarithmic longi-
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tudinal magnetization racovery curves were obtained for 27A1 at some
compositions in the n-butylpyridinium chloride/aluminum chloride sys-
tem. These autnors explain their results as non-single exponential
magnetization decay due to a combination of slow aluminum exchange
between the species present and more rapid relaxation by the higher
order chloroaluminate species. It was suggested that perhaps the
source of the discrepancy in results is due to a high sensitivity of
aluminum exchange rate to chloroaluminate composition. It was there-
fore proposed that the longitudinal magnetization decay curves as a
function of chloroaluminate composition be studied. At nigher mag-
netic field strengths it is possible to separate the 27A1 resonances
due to A1C14~ and Al1pC17-. It was also proposed that some of the 27A1
relaxation measurements be made at higher magnetic field strength.

A second project was originally proposed for the SFRP program but,
because of limited time, little was attempted. The proposal involved
examination of the NMR spectra of metal ions dissolved the room temper-
ature molten salts such as the l-methyl-3-ethylimidazclium chloride/al-
uminum chloride system. Metal nuclei of interest include 119Sn, 195pt
and 207pb because their spectra are relatively easily observed, these
metals have a well understood chemistry in other solvent systems, and
their chemistry in room temperature molten salt solvent systems is of
interest. The Seiler Laboratory is interested in the use of these room
temperature salts 1s battery electrolytes, thus the chemistry of pos-
sible metallic battery electrode and case materials is of interest.

The chemistry that might be uncovered in such an investigation involves
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tne nature of any metal complexes formed from components of the melt.
These are likely to be halide complexes. The nature of possible inter-
action between the metal ions or their complexes with solvent cations
might also be uncovered.

Since the NMR chemical shift of the metal ions is very sensitive to
the nature and rumber of attached ligands, the procedure proposed in
this study i.volves examination of the MMR chemical shift of the metal
ion as a function of metal ion concentration in melts of fixed composi-
tion as well as determination of the metal ion chemical shift as a

function of electrolyte composition for fixed metal ion concentration.

I1I. RESULTS AND DISCUSSION:

A. 27AL RELAXATION STUDIES Examination of the 27A1 NMR spin-relax-

ation phenomena in the title materials was continued. It appears that
we have come to closure on this aspect of the proposed research. As
shown earlier by this authorZ, examination of 27A1 spin-lattice relaxa-
tion in the tiiic ~ompounds showed linear logarithmic magnetization
recovery curves for a l-methyl-3-ethylimidizolium chloride melt con-
sisting of 0.60 mole fraction aluminum chloride (A1C13) under a wide
range of sample and spectrometer conditions. The reason for further
study of these observations is that these results disagreed with the
work of Matsumoto and Ichikawa who observed non-linear logarithmic
magnetization recovery curves for 27A1 at non-stoichiometric AI1C13 com-
positions for similar melts. Their results were explained by postulat-

ing a non-single exponential relaxation due to a combination of rolaxa-
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tion rates from at least two slowiy exchanging aluminum species.
Additional work was proposed to try to discover the reason for the
discrepancy between the two studies,

Careful examination of the details of the experiment and sample
preparation lead to the conclusion that Matsumoto and Ichikawa's re-
sults are in error. These studies included examination of sample
composition including the presence of possible impurities such as
iron(III) and aluminum oxides, with no change in the linearity of the
logarithmic magnetization recovery curves. Changing the mole fraction
of added aluminum chloride (as A1C13) also has no effect on the Tinear-
ity of these plots.

The ccnclusions reached earlier thus seem valid. The work of
Wilkes, Frye and Reynolds3 indicate a relatively slow aluminum exchange
between A1C14~ and A1oC17° for melts of l-methyl-3-ethylimidazolium
chioride. At the temperatures involved in these studies (20 - 50 iC),
the exchange lifetime is 2 - 3 ms. The Ty for 27A1C14~ in 0.50 mole
fraction melt is in the neighborhood of 50 ms, whereas the Ty for 27A)
in the 0.60 mole fraction A1C13 is around 0.2 ms. Since the relaxation
of AIC14~ is larger than its exchange lifetime, the contribution of
27A1C14~ to the overall 27A1 relaxation time cannot be any less than
the exchange lifetime and no contribution to 27A1 relaxation due to
slow aluminum exchange can be found. It should be emphasized that in
this study, linear logarithmic magnetization recovery curves were
obtained over a time span covering nearly complete magnetization re-

covery.
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d. NMR OF METALS IN ROOM TEMPERATURE MELTS The work described in

part III. A. above ended about the first of June, 1984, and it was
decided to attack the problem associated with the study of the nature
of NMR receptive metals dissolved in the A1C13/1-methyl-3-ethylimidiz-
olium chloride room temperature melts. Initial candidate metals were
lead and tin, both with isotopes having magnetic spin quantum numbers
of 1/2, high natural abundances and thus good NMR sensitivities. Work
with platinum would be delayed until results were in hand for the less
expensive lead and tin studies. Based on aqueous chemistry, it was
expected that these metals would both form chloro complexes is solu-
tions with excess chloride.

At the time this project began it was quite apparent the electro-
magnet of the JEOL spectrometer was in disrepair and its performance
Was becoming progressively worse. The result was the spectrometer
needed resolution tuning at shorter and shorter intervals. Since the
NMR sensitivities of the metals proposed for study was high, it was
expected trat the time required to obtain satisfactory spectra for
chemical shift determinations of the metals of interest would be short.

Considerable effort was expended in establishing NMR reference
standards for lead and tin. The literature indicates the use of tetra-
methyl lead and tetramethyl tin as the materials of choice. Since
these compounds are extremely poisonous and difficult to handle, secon-
dary standards were established. For lead, a saturated D20 solution of
lead(II) nitrate in a melting point capillary was used; for tin, a

saturated solution of tin(Il) chloride in 50% D20 : 50% aqueous hydro-
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chloric acid proved useful.

The strategy used in these studies was to attempt to dissolve the
metal(ii} naiide in the room temperature molten salts of varying AlCl3
composition in order to vary the chloride to metal stoichiometric
ratio. Examination of chemical shift changes of the metal would be
indicative of the presence of any complexes formed between metal and
chloride and possibly their stoichiometry.

Study of the lead system was somewhat disappointing. It was found
that lead(II) chloride was not very soluble in room temperature molten
salts with a moderate excess chloride (for example, molten salts with
mole fraction A1C13 equal 0.49 and sufficient PbClp for a C1-/Pb**
ratio of 4 or 6). When solution was successful the lead chloridz often
soon precipitated, making NMR analysis difficult. At lower mole frac-
tion A1C13 molten salts (for example, 0.35 mole fraction A1C13) and
high ratios of C1~ to Pb**, the concentration of lead was sufficient to
observe NMR signals. Changes in the C1- to Pb** mole ratios produced
1ittle if any chemical shift change. The conclusion is that either (1)
the 1ead complexes which formed with chloride in these melts have low
formation constants or (2) the chemical shifts of any complexes formed
with chloride in these melts have very similar chemical shifts.

Results of studies with tin (vide infra) suggest that the second con-
clusion is not likely. One implication of the first possibility is
that various other species in the molten salts compete for chloride
more successfully than lead.

Results of similar studies with Sn(II) were quite successful and a
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substantial conclusion can be made. In this case, solutions of tin(II)
chloride in melts of varying composition in aluminum chloride and 1-
methyl-3-ethylimidizolium chloride were prepared. The chemical shift
of 119Sn was measured as a function of the mole fraction of aluminum

chloride. Representative results are presented in the Table.

Table. 119Sn NMR chemical shifts of solutions of SnClp in aluminum
chloride/l-methyl-3-ethylimidizolium chloride solvent. Shifts are
in Hz relative to an external capillary of tin(IIl) chloride in 50%
000 : 50% aqueous hydrochloric acid. The magnetic field strength

was 2.1 Tesla.

Mole Fraction C1-:5n Chemical Shift

A1C13 Mole Ratio (Hz)
0.355 14.0 6 074.3
0.375 19.9 6 802.1
0.450 9.7 8 220.6
0.475 8.8 8 979.6
0.495 3.1 10 632.3
0.53 2.0 20 117.2
0.55 2.0 18 859.9
0.575 2.0 18 261.7
0.60 2.0 19 018.5
0.625 2.0 17 529.3
0.65 2.0 19 427.0
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Two plots of these date are shown in Figures 1 and 2. It is clear
from these results that a complex between tin and chloride forms with a
stoichiometry 3 C1- : 1 Sn**. No evidence for higher order complexes
are indicated from these results. In aqueous media, it is commonly
understood that tin(II) forms a tetrachloro complex. The nature of the
1iquid electrolyte melts as solvents is obviously quite different.

The work on the tin solutions ended about the first of September,
1986. At this time the NMR electromagnet had become all but unusable.
The Seiler Research Laboratory had decided to order a replacement
magnet. A nine month delay was anticipated before the order could be
filled due to the long procurement process of the Air Force and the
manufacturing time of the vendor.

IV. Suggestions for Further Work Some preliminary studies were carried

out at the end of these projects which bear further study. It was
learned that gallium chloride also forms room temperature liquids when
mixed with l-methyl-3-ethyl imidizolium chloride. Mixtures of gallium
chloride in aluminum chloride/1-methyl-3~ethyl imidizolium chloride
melts were prepared, and gallium NMR signals were observed. Difficulty
was encountered developing a suitable external standard. The nature of
these solutions of gallium chloride needs investigation. Using gallium
and aluminum NMR spectroscopy, it may be possible to examine the nature
of any gallium-aluminum exchange associated with the various metalloid
chloro species. To this end, numerous solutions of gallium chloride in
aluminum chloride/1-methyl-3-ethyl imidizolium chloride melts were

prepared in sealed NMR tubes for eventual analysis when a replacement
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electromagnet is obtained. This work carried through to early
February, 1987. These solutions have been Teft with the workers at the

Seiler Research Laboratory for future examination.
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Abstract
The thermochemical condensed phase decomposition of 3-
nitro~-1,2,4-triazol-5-one, NTO, was examined over the
temperature interval of 508-518 K. Temporal profiles of
loss of NTO as measured by high performance liquid
chromatography suggested an autocatalytic decomposition
process. Empirical rate constants obtained for the global
decomposition process exhibited Arrhenius behavior,
yielding an activation energy of 92.32 kcal/mol.
Decomposition of the perdeuteriated NTO analog demonstrated
a primary kinetic deuterium isotope effect, exhibiting a
ky/kp = 2.44 when recalculated to 298 K. Preliminary
studies indicate self-coupling of NTO or solvolysis with

DMSO at 393 K.
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I. Introduction

The nitrated heterocyle 3-nitro-1,2,4,-triazol-5-one,
NTO, depicted in Figure 1, is of considerable interest as a
new generation insensitive high explosive.l Aan
understanding of the decomposition of NTO would provide
insight into the structural features that trigger its
decomposition, and should spark potential avenues to more
efficient energetic materials. 1In addition, a better
understanding of such parameters as storage, preparation,
and use of the material, would be possible. With the
groundwork laid by the preliminary kinetic studies carried
out during the 1988 Summer Faculty Research Program, the

stage was set for a more in-depth study.

HN NH

NO»

Figure 1. 3-Nitro-1,2,4-Triazol-5-one (NTO)

The work conducted during this project focused on
the kinetics exhibited in the temperature interval of 508 K
- 518 K. The choice of the temperature interval examined

for this study was driven by practical considerations. A
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time frame was needed that was long enough to observe the
kinetic profile with confidence, and yet not so long that
reactions needed to be carried out over many hours. From a
processing standpoint, it is advantageous to obtain kinetic
information near the melting point of NTO. However, at
temperatures above 518 K, NTO exhibits a tendency to
undergo adiabatic processes that yield higher order
decomposition reactions such as deflagration or thermal
explosion. In addition, reaction times increase very
rapidly as the temperature is decreased, changing from a
few minutes above 518 K, to several aours, within a few
degrees below this threshold.

High performance liquid chromatography continued to be

the analytical method utilized to provide direct
measurement of unreacted NTO. A typical temporal
decomposition profile of NTO is illustrated in Figure 2.
As discussed earlier,?2 this pattern is characteristic of a
process that exhibits autocatalytic kinetics. As the
temperature is increased for a decomposition reaction, the
induction time is shortened and the loss curve is steeper.
The temporal data for loss of NTO was then fitted to an
empirical autocatalytic rate expression, utilizing a
nonlinear least squares fitting routine developed at the
Frank J. Seiler Laboratory.

While decomposition experiments with NTO had been

carried out by the principal investigator during the
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Figure 2. NTO decomposition profile at 513 K.

previous SFRP period, several reactions were repeated in an
effort to assure statistical reliability. In addition,
reactions were carried out with 50 mg samples to give a
more complete kinetic picture.

To provide a glimpse of the decomposition mechanism,
kinetic studies were carried out on the perdeuteriated NTO
analog. The kinetic deuterium isotope effect is an
established mechanistic probe used to provide specific
information on the rupture of covalent bonds involved in
the rate determining components of multi-step processes.
Although this method has been employed to explore solution

and gas phase reactions, the isotope effect has also been
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successfully utilized in neat, condensed phase studies.3
Kinetic data obtained from NTO-d? would provide direct,
nonintrusive identification of the role of N-H bond rupture
in the rate controlling step.

The HPLC assay we developed for the kinetic studies
did not provide any information concerning intermediate
formation during decomposition. Since such intermediates
would more than likely be present in only low levels and be
quite reactive, it was felt that the use of radical
trapping agents might provide a reasonable route to
isolation and characterization. Nitrosobenzene, a stable
yet potent trapping agent, was employed as a possible
mechanistic tool in this regard. Reactions involving
nitrosobenzene as a reaction adjunct were carried out at
several temperatures, both as a neat mixture and as
solutions with NTO and moderately high boiling solvents
such as DMSO or DMF. In addition, reactions of NTO
dissolved in DMSO or DMF in the absence of trapping agents
were also carried out to see if, for example, solvolysis or
perhaps some other solvent effects might be occurring. Any
information obtained from decomposition behavior would be
useful, since applications involving mixed melts are a
reasonable possibility.

During the 1988 SFRP project, the principal
investigator reported preliminary results involving the pH

dependent ultraviolet absorption shift of NTO2. At the
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time, it appeared that the shift had its origin in
different tautomeric forms of NTO. 1In an effort to
understand the nature of this more fully, the ultraviolet
spectrum of NTO was closely monitored within the pH range
of 3.0-7.0. Since isolation of pure tautomers is not
practical, attempts were made to synthesize N- and O-
methyl NTO derivatives in an effort to mimic the UV spectra
of the unsubstituted tautomers.
II. Objectives

As discussed in the Research Initiation Program
proposal, the thrust of the current work was to further
examine the thermochemical condensed phase decomposition of
NTO by firmly establishing the global kinetic order for the
process, examining the extent of kinetic deuterium isotope
effect, and attempting to isolate and characterize reaction
intermediates.
III. Results and Discussion

The kinetic information obtained from the 1988 SFRP
work provided rate constants that gave a first
approximation for the activation energy of the thermal
decomposition process of NTO. The fitting procedure
employed a logarithmic expression to plot the amount of NTO
remaining as a function of time. This plot was not as
sensitive to changes in k as it should have been. 1In
addition, when the initial weight of NTO was cut in half,

the rate constants that resulted for these reactions were
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four times greater than those obtained at 100 mg levels.
While at first glance this behavior may seem unusual, this
type of behavior is not uncommon in complex multipath
processes.

Since the rate constants should be the same even
though the observed rate is different, modification had to
be made to the empirical rate expression to incorporate
this behavior. An empirical autocatalytic rate expression,
Equation 1, was derived at Seiler to take into account the
"amount dependence".4 Linearization was abandoned in an
effort to avoid loss in data precision. 1Instead, a
nonlinear least squares fitting routine was employed to fit
the data. Rate constants obtained from this process is

presented in Table 1.

Aqg (kq+koAg)
A= ‘“‘lﬁ(( 1+K2) Ag) t/Ap2

k2A0+k1e

Equation 1. Empirical rate expression for the condensed
phase thermochemical decomosition of NTO
(A = amount of NTO at time = t and Aqg =
initial amount of NTO).

Decomposition reactions employing perdeuteriated NTO
were then carried out to determine if N-H bond rupture is
intimately involved in the global rate determining step.
The deuterium isotope effect has proven to be of great

utility in ascertaining the mechanism of condensed phase
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thermal decomposition of the nitro-aromatics. Shackelford,

et al.5 employed this to demonstrate that benzyllic
carbon-hydrogen bond rupture was critical in the rate
determining step of the decomposition of TNT. The global
rate constants calculated for NTO-d,; at temperatures in the

505-515 K temperature interval is presented in Table 2.

NTO rate constants

Temp. 100mg 50mg

508 6.825x10_-7 + 3.89x10.5 6.202%x10_-7 *+ 6.726Xx10_3
511 9.138x10.7 + 2.66x10_5 9.2589%10.7 + 3.266x10_5
513 1.529 + 3.431x10_, 1.513 + 5.031x10.,

518 3.6798 + 5.609%10_5 --

Table 1. Empirical global rate constants for the condensed

phase thermochemical decomposition of NTO.

NTO-d, rate constants

508 3.839x10.7 +4.685x10., 3.9997x10.9 *+ 7.2988x10.5
513 9.695x10.97 + 3.111x10.9 9.445x10.1 + 4.8783x10_5
518 2.13899 + 6.548x10.5 2.0953 + 5.9846x10.,

Table 2. Empirical global rate constants for

perdeuteriated NTO.

The maximum for the isotope effect kH/kD involving C-H
bond rupture approaches 7 at room temperature, and
decreases with higher temperatures.g This value is

achieved when the bond-breaking and bond-making of the
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hydrogen in question is equal in the transition state of
the rate determining step. A ratio near or above 2 is
considered to be a substantial deuterium isotope effect,
and is good evidence that the hydrogen being studied is
intimately involved in the chemistry of the rate
determining transition state. Generally, ratio values near
2 indicate the transition state resembles either product or
reactant, while values that approach the maximum argue for
pronounced influence of both product and reactant.g Table
3 shows the observed deuterium isotope effect at the

temperatures studied.

Temp. 100mg 20mg
508 1.778 1.551
511 -- -—
513 1.482 1.602 & 1.697
518 1.720 --

Mean kH/kd = 1.638 + 0.112
Table 3. Observed kinetic isotope effect for decomposition
of NTO using 50 and 100 mg samples.

Isotope effect calculations are generally measured at
298 K. If one assumes a mean temperature of 513 K, the
observed kH/kD of 1.638 provides a calculated kH/kd of 2.44
at 298 K, which is clearly a primary isotope effect.

The rate constants derived from the temporal rate loss
data for both NTO and NTO-d; were then utilized in an

Arrhenius equation plot of the 1ln K versus -1/RT, as
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Once the kinetic data was in hand, work was carried
out to isolate reaction intermediates. Since there was no
evidence from HPLC analysis that stable intermediates were
being formed in measurable quantities, reactions were
carried out in the presence of nitrosobenzene in an effort
to trap transient radical species. When one or two percent
nitrosobenzene was mixed with NTO, only starting material
and the self-coupling product of nitrosobenzene were
detected. The same HPLC profiles were seen, whether the
reactions were carried out at 393 K or 423 K. Increasing
the reaction time only showed an increased concentration of
the self-coupling product. The same reaction was then
carried out at 393 K with DMSO as a solvent. HPLC analysis
of this reaction mixture showed several other components,
whose concentrations increased with longer reaction times.
To determine if these products were radicals trapped by
nitrososbenzene or solvolysis products with DMSO, reactions
were performed with various combinations of the reagents.
From this it was found that the new peaks were formed only
when NTO was in the presence of DMSO. While these
components have been collected from the HPLC, their
identity is still unknown at this time.

Additional work was carried out to study the structure
of the tautomers of NTO. Ultraviolet spectra of NTO were

carried out at various pH. The lambda max increased from

I

319 nm at pH = 3.0 to 340 at pH 4.4. This is a lower pH
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illustrated in Figure 3. The activation energies and pre-

exponential factors derived from this plot are summarized

in Table 4.

Ea (kcal/mol) in A
NTO 92.31628 + 5.70934 90.93194 + 5.61193
NTO-d2 88.36041 + 1.58186 86.58058 + 1.551421

Table 4. Activation energies and pre-exponential values

for NTO and NTO-d2.

Arrhenius Plot
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100 Py 80 mo \% 100 mg
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Figure 3. Arrhenius plot of NTO and NTO-d2.
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range than was preliminarily reported in the 1988 SFRP.,
Since this is the region surrounding the pKa of NTO, it
seemed reasonable that N- or O=-alkylation of NTO might
provide an ultraviolet spectrum to mimic the keto or "enol"
species. Ritchieg showed that there is a theoretical
preference for the proton nearer the nitro group to be the
more acidic, and that the keto tautomeric conjugate base is
the more stable. To verify this experimentally, N-
methylation via abstraction of the more acidic hydrogen by
diazomethane was chosen as a chemical probe. While
diazomethane has successfully been used to generate methyl
esters, it is also capable of abstracting other acidic
protons. Depending on whether diazomethane reacts with the
N-H or the tautomeric O-H, there are four possible

methyl derivatives. These are illustrated in Figure 4.

The reaction mixture was analyzed by HPLC and found to
exhibit three peaks in addition to unreacted NTO. Mass
spectral analysis of the reaction mixture revealed there
were three components with parent ion masses of 142, 156,
and 185. The mass spectrum of the minor (4%) component
showed a parent ion of 185, and its spectrum matched that
of N,4-dimethylbenzenesulfonamide, a by-product from
Diazald. The other two components, 142 (80%) and 156
(15%), are consistent with methyl and dimethyl substituted
NTO, respectively. Separation by thin layer chromatography

(chloroform/acetone, 85%:15%) also showed two spots other

37-13




than NTO. Scale-up to flash chromatography scale,
unfortunately, did not provide clean separation. Use of
dynamic radial chromatography afforded a few milligrams
which, when analyzed by carbon NMR, yielded a spectrum with
three carbons exhibiting resonances at 163, 107, and 59
ppm. NTO gives two carbon resonances: 154 and 148 ppm.

The carbon at 59 ppm is most likely N- or O-substituted,
but the pronounced shift of one of the ring carbons
indicates that something other than substitution at

nitrogen had occurred.

OCH; OCHj,

X L

\ NH
_;< —
N02 NO2
I
I
o o)
HN\ NCH3 CHGN/[LNH
;\=< N=—
NOZ N02

Figure 4. Possible N- and O-substituted products from the

reaction of NTO with diazomethane.
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One possible explanation is that increased electron
density, due to extended conjugation, causes a dramatic
shielding of one of the carbons.g Tautomer "I" in Figure 4
provides support for the experimental results. It should
be stressed, however, that this is only a preliminary
hypothesis, and further work must be done to provide a
definitive answer.

III. Experimental
Preparation of 1,2,4-triazol-3-one

Semicarbazide hydrochloride, 46.03 g (0.39 mol), was
slowly added with stirring to 45 mL of 85% formic acid
solution. After the addition was complete, the mixture was
refluxed for five hours, followed by concentration of the
reaction mixture by distilling off half of the volume. The
concentrate was then diluted with 50 mL of water, and the
solution again concentrated by collecting 70 mL of
distillate. The residual solution was then chilled, and
the resulting precipitate filtered and dried overnight in
an oven maintained at 95,C. The crude product was
recrystallized from ethanol, yielding 24.4 g of product
(70%). The recrystallized product melted at 234-236,4C
(Lit.q 234-235,C).

Preparation of S-nitro-1,2,4~triazol-3-one.

To a stirred solution of 4.0mL of H2 and 8.5 mL of 90%

HNO3 at 50,C was added slowly 3.91 g (0.0045 mol) of 1,2,4-

triazol-3-one. The temperature was carefully maintained at
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50,C by heating on a hot plate. After the addition was
complete, the mixture was heated to 80,C, at which time
brown fumes began to evolve. The mixture continued to boil
and evolve fumes even after the reaction was removed from
the hot plate. After several minutes a heavy white
precipitate formed and the fumes subsided. The reaction
was then quenched with 5 mL of ice water. The precip.tate
was then filtered and washed with two additional 5 mL
portions of ice water. The remaining precipitate was
recrystallized from water to yield 3.68 g of product which
melted at 268-270,C. (Lit.; 265-268,C.) Observed jH NMR
(DMSO-d6) 12.76 ppm and 10.92 ppm. (Lit., 12.8)
Preparation of perdeuteriated NTO.

Perdeuteriated NTO was prepared by refluxing an
NTO/D20 solution for one hour, after which time the
solution was cooled to 0,C and the recrystallized NTO-d2
vacuum filtered. Mass spectral analysis indicated 95%
conversion to the perdeuteriated species and 5%
monodeuteriated.

Thermochemical Decomposition of NTO.

Isothermal decomposition experiments of NTO and NTO-d,
were carried out at 508, 511, 513, and 518 K as follows.
Reaction tubes measuring 20cm x 8mm were first made from
standard Pyrex stock. The tubes were then cleaned in a
KOH/methanol bath, washed with distilled-deionized water

and dried overnight in an oven. Into each of thirteen
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tubes was placed 100mg of NTO or NTO-d,. The tubes were
then loosely fitted with corks and twelve were placed in a
Tecam fluidized bath preheated to the specified temperature
which was temperature controlled to within + 0.5 K. The
remaining tube was maintained at ambient temperature and
used as a control. Individual tubes were subsequently
removed at regular 20 minute intervals and immediately
quenched in an ice bath. All of the solid material from
each tube was taken up in DMSO and transferred to
individual 5mL volumetric flasks. To assure quantitative
transfer of reaction material, each tube was washed with
several aliquots of DMSO, and the washings were added to
the volumetric. After additional DMSb was added to provide
precisely 5 mL, 100 microliters of each solution was then
transferred to individual 4 mL vials. Each vial was tared
and the sample diluted with 2.500 mL of water. Duplicate
decomposition reactions were similarly carried ocut at each
of the temperatures using 50mg of NTO or NTO-d; material.

All NTO and NTO-d, concentration measurements were
obtained by high performance liquid chromatography on a
Hewlett-Packard 1090 or Beckman 110B/166 liquid
chromatograph. Elution was carried out with an isocratic
90:10 water/1% acetic acid:methanol solvent system on a 15
cm C-18 reverse phase column. NTO and NTO-d, were detected
at 254 nm and the measured areas were converted to

milligrams of NTO. The resulting weights were then
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normalized to 100 mg or 50 mg, depending on sample size
used, to correct for small variations in weighing. 1In
addition, a minimum of three repetitive assays were
carried out on each sample to insure precision in sample
weight determination.

The temporal data for loss of NTO was then fitted to
an empirical autocatalytic rate expression, Equation 1,
utilizing a nonlinear least square fitting routine which
was developed at the Frank J. Seiler Research Laboratory.
Linearization of the equation was not used in an effort to
avoid loss in data precision. The empirical rate constants
derived from this fitting routine were then utilized in an
Arrhenius equation plot of 1n k versus 1/RT. Figure 3
graphically illustrates the pl»Ht.
Reaction of NTO with diazomethane

To a solution of 1.2 g KOH in 1.9 mL water, was added
2.4 mL of 95% ethanol. This mixture was placed into a 100
mL distilling flask which was connected to a condenser
delivering into two receiving flasks both cooled in ice.
The first receiving flask contained a solution of 500 mg of
NTO in 20 mL of methanol cooled to 0,C. The second
receiver contained 25 mL of diethyl ether and the inlet
tube dipped below the surface of the ether. The distilling
flask was heated in a water bath at 65,C and a solution of
1.2 g Diazald in 30 mL ether was added from a dropping

funnel to the distilling flask in about 10 minutes. When
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the dropping funnel was empty, 20 mL of ether was slowly
added and the distillation continued until the distillate
was colorless. The distillate was evaporated to dryness,
yielding 472 mg of crude product.
Radical trapping experiments with nitrosobenzene

Solutions containing 50 mg NTO and 1 mL DMSO were
prepared in 5 mL volumetric flasks. The mouths of the
flasks were covered with aluminum foil and the flasks were
then suspended in a Tecam fluidized bath which was
previously stabilized at 393 K. Flasks were removed at 2,
4, 8, and 12 hour intervals. The reaction mixtures were
analyzed by injecting 20 uL samples of the undiluted
solutions onto a Beckman 110B/166 HPLC. Elution was
accomplished with a water/1% acetic acid:methanol solvent
system employing a gradient from 0-30% methanol.
Components were detected at 254 nm. Similar reactions were
carried out with mixtures of NTO, nitrosobenzene and DMSO
or nitrosobenzene and DMSO.
IV. Recommendations

The thermochemical condensed phase decomposition of
NTO is autocatalytic as measured by empirical techniques.
The high energy of activation for the overall decomposition
indicates complex global reaction kinetics that probably
involve initiation, a number of propagation steps and
termination. 1In addition, the kinetic deuterium isotope

effect studies indicate a primary N-H isotope effect.
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With this kinetic data in hand, the next logical step
would be to probe specific mechanistic routes. Future
mechanistic work should be done in concert with the ESR
studies currently under way at Seiler.

The preliminary work involving DMSO solvolysis should
be followed up, both for its possible mechanistic
implications, and also from a processing standpoint. 1If
NTO forms adducts at 393 K in the presence of DMSO, what,
for example, happens when it is formed as a mixed melt with
TNT? In addition, the study involving the experimental
determination of the tautomeric structures of N- and O-
substituted NTO needs to be completed to corroborate the
ﬁheoretical studies by Ritchie.
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INTRODUCTION

The objective of this project vas to assess the
effectiveness of various nitrating agents 1in an ionic liquid
composed of aluminum chloride and l-Methyl-3-Ethyl Imidazolium
Chloride (MEIC). The ionic liquid employed had an apparent mole
fraction of aluminum chloride of 0.667. Nitrating agents to be
studied were nitryl chloride, nitrosyl chloride, and acetyl

nitrate. The vork was 1important for tvo reasons: first, it
involved the use of the ionic liquidq as a reaction
solvent/catalyst, and second, it addressed the development of

methods for the synthesis of energetic materials.

Preliminary results vere obtained at the end of the
principal 1nvestigator's 1987 summer research period at the Frank
J. Sei}er Research Lab concerning nitrations 1in the molten salt
medium  ’ Four specific gdgoals vere given: 1) determining the
optimum ratio of aromatic substrate:melt:nitrating agent, 2)
determining the relative rate of nitration of toluene and benzene
using nitryl chloride, 3) determining the chemical identity and
reactivity of the product obtained from nitryl chloride and
aluminum chlortide, and 4) determining the effectiveness of
nitrosyl chloride and acetyl nitrate as nitrating agents in the
chloroaluminate melts. Aromatic substrates to be used for this
study vere benzene, toluene, chlorobenzene, acetophenone, and
nitrobenzene. Toluene represents a typlcal aromatic activated
tovard electrophilic aromatic substitution by the inductive
influence of the methyl group. Chlorobenzene deactivates
aromatics by virtue of 1its inductive electron vithdraving povwver
vhile directing further substitution to the ortho and para
positions by resonance. Acetophenone 13 a mildly deactivated
compound by resonance vhile nitrobenzene is a strongly
deactivated compound by resonance.

RESULTS

Most of the goals of this 1investigation vere not fully
realized. The principal investigator had set up a laboratory
vith the necessary glovebox apparatus to carry out the planned
research and ordered the required chemicals by May of 1988. A
graduate student was supported at Hampton during the summer of
1988. He was a citizen of Grenada and therefore ineligible to
accompany the princtipal 1investigator to the Frank J. Seiler
Research Lab during that time period. The principal
investigator left a detailed list of work to be done by the grad
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student and 1nstructions to make weekly calls to the Seiler Lab
tor the principal 1investigator‘s 1nformation and guidance. A
copy of these instructions 135 appended. Arrangements wvere made
for other faculty members to assist the student should any
difficulties arise. The graduate student accomplished virtually
nothing and left before the end of the summe:r. In September of
1988 a nev graduate assistant vas selected to carry on with the
project. This 1individual accomplished more in one veek than the
previous student had done during the entire summer. Many
experiments vere carried out both in preparing the molten salt
and in nitrating benzene. He learned the techniques of preparing
nitryl! chloride and using it in reactions. The gas
chromatographic conditions for the separation, identification,
and quantification of reaction products vere determined. During
the Spring semester, graduate support for this wvork had expired
so the student was required to spend considerable time preparing
materials for the teaching labs.

No progress was made concerning the establishment of the
optimum ratio of aromatic:melt:nitrating agent, on the relative
rate of nitration of toluene and benzene using nitryl chloride,
and in assessing the effectiveness of nitrosyl chloride and
acetyl nitrate as nitrating agents in the molten salt mediunm.

In the nitration of benzene with nitryl chloride, the
technique in handling the nitryl chloride plays a major role in
determining the yield of the reaction. The ratio of aromatic:
melt:nitrating agent wvas held at 1:1.5:1.5. The principal
investigator stored nitryl chloride overnight in a freezer for
use the folloving day. The use of that nitryl chloride on the
following day becomes a matter of some importance. If the nitryl
chloride 1s permitted to remain in the freezer a great 1length of
time, the nitrating agent decomposes and gives a higher yield of
chlorinated rather than nitrated products. One week of storage
lovered the nitration and raised the chlorination yteld to the
point wvhere they vere nearly identical. Nitryl chloride stored
overnight and used the folloving day produced at least a twvo fold
excess of nitrated products over chlorinated products. The
equation for the decomposition of nitryl chioride with moisture
(for example from the freezer) is showvn below

3 NOZCl + H20 - NOC1 ¢+ C12 + 2 HNO3 (1)

Nitryl chloride will also decogpose in the absence of moisture
according to the reaction below

2 NOZCJ (2 NO_, ¢(=)> N 04) + Cl1 (2)

2 2 2
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The generation of elemental chlorine no doubt is responsible for
the 1ncrease 1n chlorinated products. It is also imperative that
the nitryl <chloride be cooled to a liquid before introduction of
the melt containing the aromatic substrate. Several experiments
have verifiec that the yield of nitropbenzene 1s effectively cut
in half if the nitryl chloride 1is cooled only to an ice-vater
bath temperature rather than a dry-ice acetone bath temperature.
Presumably some of the nitryl chloride escaped 1into the
atmosphere before it could be dissolved 1in the chlorocaluminate
melt to carry out a nitration. In reactions that wvere carried
out on freshly prepared nitryl chloride cooled to a liquid state
before adding the melt and aromatic the more unreacted benzene
that was recovered at the end of the reaction, the more
chlorobenzene could be expected as product, and the less
nitrobenzene could be expected to be produced.

The principal 1investigator's results at the Frank J. Seller
Research Laboratory 1indicated that approximateiy 44% of the
nitrobenzene theoretically possible 1s obtained” . The current
results shov a much lover yield (20%) of nitrobenzene due to the
handling of nitryl chloride.

The nitration of chlorobenzene vas also carried out
maintaining the 1:1.5:1.5 ratio of aromatic:melt:nitrating agent.
The separation of the ortho and para isomers of
chloronitrobenzene vas not possible using the gas chromatographic
column employed (OV-101). Pure authentic samples of each isomer
gave peaks of differing retention times. Hovever, the peaks
obtained from reaction mixtures vere not adequately resolved to
permit determination of the 1isomers present. Results vere
obtained and calculated as if the nitrated product wvas
exclusively the para 1isomer. Results during this research period
vere comparable to those obtained by the principal investigator
at the Seiler Lab: namely that about forty percent (40X) of the
chlorobenzene vas nitrated and that about tventy percent (20%)
vas chlorinated. Although the chloronitrobenzenes could not be
separated, the dichlorobenzenes could be separated. The reaction
of nitryl chloride gave a twvofold excess of para dichlorobenzene
over the ortho isomer. No such distinction wvas made concerning
the isomer distribution at the Seiler Lab.

The adduct formed betveen nitryl chloride and alumiaum
chloride was 1investigated during thg principal investigator's
Summer 1988 research at the Seiler Lab™. Those results indicated
that the adduct itself wvould readily form a pi complex with an
aromatic but would not continue to form a sigma complex and carry
out the nitration in synthetically reasonable yield. The
structure of the adduct remains a mystery as the spectral
evidence may be interpreted in more than one vay. The material
is 1isolated as a vyellov solid. The color rules out free
nitronium ion as stable nitronium ions are colorless. Oon
addition of anhydrous acetonitrile the yellov color disappears
and the adduct gives a single UV-visible absorbance at 232 nm.
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Authentic nitronium tetrafluoroborate gave a single peak 1in the

same solvent at 235 nm. Whatever the nature of the adduct, a
nucleophilic solvent releases nitronium ion. The obvious
reaction of benzene vith the nitryl chloride-aluminum chloride
adduct 1in acetonitrile has not been carried out. Aluminum-27
magnetic resonance specgsoscopy of the adduct shovs a signal at
101 PPM versus Al1(H,0) . Thaf chemical shift is characteristic
of the tetrachloroa%un nate ion . It 18 also possible that the

shift is due to aluminum with four electronegative atoms around
it. Tvo possible structures for this adduct are shovn belov:

& ? 7
i
~° w—cd— M
=V M. o~ \\‘C/
O

N ot

The structure featuring coordination of nitryl chloride to the
aluminum chloride through the oxygen 1is chemically more
reasonable from the standpoint of the greater electronic charge
on oxygen than chlorine. The Pauling electronegativity value of

oxygen 1s given as 3.5 wvhile chlorine's 1is 3.0. The greateg
electon density on oxygen i8 also supported in a MOPAC
calculation of nitryl chloride. The optimigzed geometry of the

molecule 1is showvwn belowv:

123

O
/—7%/7 A
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The

cartesian coordinates and charge are tabulated belov:

ATOM X Y z CHARGE
Cl 0.0000 0.0000 0.0000 -0.0978
N 1.8097 0.0000 0.0000 0.5407
o 2.3361 1.0683 0.0000 -0.2215
0 2.3361 -1.0683 0.0000 -0.2215
SUMMARY

Many of the specific objectives of the proposed research
vere not realized. Equipment obtained through this mini-grant
has made it possible to carry out research on organic reactions
in chloroaluminate molten salts. Research addressing the

original objectives cited continues at Hampton University and
forms the basis for an M. S. candidate's thesis research. When
sufficient results have been obtained to warrant publication, the

Seil

er Lab will be advised.
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Nitrobenzene series
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bromobenzene
nitrobenzene »#
o=-chloronitrobenzene ¥
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[ ]

m=dinitrobenzene «

ITI Reaction Chemistry

A nitrations with acetyl nitrate (in acetic anhydride)
ref. M.A.Paul ’ J. Amer. Chan., SOC..(1958).§Q.5329

5332
-repeat on scale in literature
-use smaller scale and extract nitrated product with CH2012
and analyze by gc

B nitration with acetyl nitrate (in acidic melt)

- ratio melt; nitrating agentisubstrate
- competitive nitration benzene and toluene
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Michael L. McKee, Ph.D.

ABSTRACT

The effect of substituents on C-NOg bond energies was explored with high level
calculations. Grometries for the compounds NO3g-CXHs; X=H, F, OH, NHg, CHz and NOo-
CH=Y; Y=0, CH3 were optimized with the 3-21G basis set. Bond energies, calculated with
full MP4/6-31G* energies, were corrected to 298K by including scaled zero-point
corrections and heat capacity corrections. In the series where X was varied, the bond
dissociation energy (BDE) remained nearly constant (59.0-62.3 kcal/mol). In contrast,
the NO,-CH=0 bond is much weaker (52.0 kcal/mol) and the NO2-CH=CHg bond is much
stronger (71.0 kcal/mol) compared to the C-NOg bond in the NO2-CXHjy series. Bond
strengths were compared when H replaces NOg, It was found that the constant C-NOg bond
energy in the NO2-CXHj series is due to two offsetting effects. Namely, substituents which

increase the intrinsic bond energy (IBE) also increase the stability of the radical.
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Michael L. McKee, Ph.D.

ABSTRACT

An ab initio study has Leen made of the unimolecular rearrangement of nitromethane
to methyl nitrite. Geometry optimizations employing the 6-31G* basis have been carried
out for nitromethane and methyl nitrite with a two configuration wavefunction and for the
unimolecular transition state with a 20-configuration wavefunction. Energies were
determined by using a multiconfigurational expansion including all configuratious
generated by excication from the two highest occupied orbitals into the two lowest empty
orbitals (4-electrons in 4-orbitals). The transition state indicates a weak interaction
between a methyl radical and nitro radical. In the transition state the breaking CN bond
and the forming CO bond are 3.617 and 3.700A respectively and there is a significant
difference predicted in the NO bond lengths in the transition state (1.37/1.155A). At the
highest level of calculation used in this work (truncated Multireference CI) the

unimolecular barrier is npredicted to be 10.0 kcal/mol above the sum of CH3 and NOg

radical energies which is in conflict with experiment since the unimolecular

rearrangement is observe to to occur.
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CALCULATED C-NO; BOND DISSOCIATION ENERGIES (PARTI)

L Introduction and Objectives

Bond dissociation energies (BDE) are useful quantities in interpreting chemical
phenomena.[1,2] In many reactions the rate determining step is bond cleavage and in
these reactions the bond dissociation energy is also the activation barrier. Pyrolysis of
nitro-containing compounds often fall into this category where breaking a C-NOs or N-
NOg bond is the initial step in thermal decomposition.[3] Recently, however, work has been
reported which supports a concerted nitro-to-nitrite rearrangement in nitromethane(4] and
nitrobenzenes[5-7] which is competitive with bond rupture. The purpose of the present work
is to predict bond dissociation energies in a series of related nitro compounds. It is hoped
that a comparison of these values with experimental activation barriers for thermal
decomposition may indicate whether or not the rearrangement barrier is lower than the
BDE. If the experimental activation energy is lower than the BDE, then it is clear that the
reaction must be concerted.

The BDE is determined by the sum of two contributions; the intrinsic bond energy (IBE)
and the electronic stabilization of the product radicals, Eg(I) and Eg(II) (eq 1).

BDE = IBE + Eg(I) + Eg(II) (eq 1)

When a bond breaks the radical fragments undergo geometric and electronic relaxations
in such a way that the remaining bonds in the fragment become stronger or weaker. This
reorganization, while difficult to precisely define, makes the breaking bond appear to be
weaker or stronger.[1] The intrinsic bond energy (IBE) is defined as the bond energy in
the absence of this effect. While there is no straightforward way to separate the two
contributions in eq 1, a table of stabilization energies of free radicals has been

developed.[1] In a series of related compounds substituents which strengthen a bond
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(increase IBE) will often also stabilize the resulting radicals (Eg(I) + Eg(II) becone more
negative). The two effects are often similar in magnitude and opposite in sign which
means the BDE may remain nearly constant.

IL Method

All calculations have been calculated at the HF/3-21G level (Figure 1) and single-point
calculations have been carried out at the full PMP4/6-31G* level where 'P' indicates that
the larger spin contamination has been projected out{91 of the UMP correlation energies.
Vibrational frequencies were calculated at the HF/3-21G level in order to determine the
zero-point energies (frequencies scaled by 0.9) and heat capacities C, (frequencies
unscaled).[10] Bond dissociation energies were corrected to 298K by including a zero-point
correction and heat capacity correction.[11]

A final correction requires some explanation. It is known that nitro-containing
compounds have a multiconfigurational ground state where the second largest coefficient
is about 0.2.[12-16] Since the Mgller-Plesset correlation treatment requires a dominant
configuration, it might be expected that the series would be slow to converge for nitro-
containing molecules. A method which estimates the residual error at the MP4/6-31G**
level due to incomplete convergence has been developed{17] and incorporated into the
BACMP4 method.(18-26] The method is based on the fact that wavefunctions which need
more than one configuration are usually unstable with respect to symmetry breaking
(allowing different spatial orbitals for the a and b electrons).[27] Empirically, it is
found(17] that an accurate coorection can be made by lowering the energy by 10 kcal/mol
times the spin-squared value of the broken-symmetry solution. Since the correction is
empirical, in the present work the 10 kcal/mol will be changed to 11.5 kcal/mol, which is
the value which brings theory and experiment into agreement for the BDE in

nitromethane.
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III. Results and Discussion

Total energies are listed in Table I as well as scaled zero-point energies and heat
capacities. Spin-squared values for the broken-symmetry solution and for radicals are
also given in Table I as well as the energy lowering (kcal/mol) obtained from the
unrestricted broken-symmetry solution. Calculated bond dissociation energies are given
in Table II. Two values are given under each method. The first value refers to the
electronic contribution while the second value includes zero-point and heat capacity
corrections. The final estimate of the BDE refers to the corrected PMP4/6-31G* BDE's to
which an empirical correction has been added for the incomplete convergence of the MP
perturbation series. It is clear from Table II that electron correlation is necessary to obtain
reliable results as shown by the nearly 20 kcal/mol increase in the BDE found when
electron correlation is introduced at the PMP2 or PMP4 level.[28] The zero-point and heat

capacity corrections reduce the BDE by about 4-5 kcal/mol while the S%/BS (Spin-
squared/Broken-Symmetry) correction increases the BDE by about 4-7 keal/mol.

Of the calculated bond dissociation energies, only two are known experimentally;
NO2CH3 (60.1 keal/mol) and NOoCHoCH3 (60.5 keal/mol, Table II). While agreement
with the BDE of NOoCHjg is exact since the S%BS correction was chosen to reproduce this
value, theory and experiment both predict that the BDE of NOgCHjg is smaller than that of
NO,CH,CH3. A further comparison can be made with BDE's predicted from estimated

heats of formation (last column, Table II). Leroy et al.[29] have used HF/6-31G energies to
calculate reaction energies of carefully chosen isodesmic reactions and find a standard
deviation of 3.6 kcal/mol between predicted and experimental heats of formation. While

agreement with NOoCHj3, NOoCHoCH3 and NO2CHoCH,F is quite good, deviations fo 6.1
and 7.9 kcal/mol are found for NOCH;0H and NO2CHoNHy, respectively.

Table III collects relevant experimental heats of formation for various compounds and
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related radicals and the derived BDE values. By comparing the BDE for C-H and C-NO; it

should be possible to partially isolate the intrinsic bond energy (IBE). If eq 1 is used to
compare the differences in bond dissociation energies indicated in eq 2 as the definition of
the stabilization energy of a substituent attached to a radical center. This requires that

AIBE(XH - CH4 = 0 in eq 3 and leads to eq 4.

X-H+CHz--> X+CH, (eq 2)
ABDE(XH - CH,) = AIBE(XH - CHy) + AEg(X - CH3g) (eq 3)
ABDE(XH - CHy) = AEs(X - CH3) (eq 4)

Analogously, eq 5 and eq 6 will yield the BDE of C-NQj relative to CHgNO4g which will have
a contribution from the relative stabilization of the radical ( AEg(X - CH3) ) and from the

intrinsic bond energy ( AIBE(XNOg - CH3NO9) ).

X-NOg + CH3 ---> X + CH3NO9 (eq 5)

ABDEXNO, - CH3NOy) = AIBE(XNO, - CH3NOy) + AEg (X - CHg) (eq 6)

Relative BDE's from eq 3 and eq 6 are presented in Table IV. Also included are recent

high- level theoretical values for the relative C-H BDE's. The best calculations are single-

point full MP4/6-31G* calculations at 6-31G* optimized geometries(32] which compare well

with experimental relative C-H BDE's. It is apparent that the BDE is nearly constant in
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NO,-CXH,; X=H, F, OH, NH,, and CH3 while the bond energy is substantially higher for Y
equals CHs and lower for Y equals O in NO2-CH=Y. A glance at the relative C-H BDE's
(Table IV) reveals that the C-NQOy BDE trend is not paralleled by the C-H BDE trend. This

indicates that there must be a variation in the intrinsic bond energy contribution to the C-

NOg2 BDE's. The last column in Table IV gives the results from eq 7 which is the difference

in the C-NOg and C-H relative

ABDE(XNOz - CH3NOg2) - ABDE(XH - CHy) = AIBE(XNOg - CH3NOg) (eq 7)

BDE's and is an estimate of the stabilizing effect (relative to CH3NOg) of the NOg group on
the intrinsic bond energies. Since the calculated C-H relative BDE's have not been
corrected to 298K and are not available for H-CH=0 and H-CH=CHj, the experimental
values will be used in eq 7. Either choice of values led to the same relative ordering from
eq 7 which represents an approximate partitioning of the BDE into an intrinsic bond
energy part (IBE) and a radical stabilization part.

The stabilization is positive for all substituents which indicates that the substituents in
Table IV have a stabilizing effect on the C-NOg IBE relative to CHs. A tabulation of the
absolute BDE and relative IBE is given in Table V in order of decreasing group
electronegativity. While no general trend is apparent, there is a notable increase in the
IBE as the electronegativity decreases in the order CHoF, CH,OH, and CHoNHs. It is
known that the nitro group is particularly efficient in stabilizing negative charge. Since
the group CHoF would be expected to have the least negative (most positive) charge on
carbon, that group would have a smallest stabilizing effect on the C-NOg bond energy which

is what is observed.
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The BDE for the C-NOg bond in NO2-CH=0 is predicted to be 19.0 kcal/mol smaller
than the BDE for the same bond in NOg-CH=CH, (52.0 and 71.0) kcal/mol, respectively).
This is entirely due to a larger radical stabilization energy in HC=0 as compared to
H,C=CH since the intrinsic bond energy of the C-NOg bond in NOsCH=O0 is actually 3.0
kcal/mol larger than the C-NO2 bond in NO2-CH=CHj (Table IV).[33]

The fact that the radical stahilization in HoC=CHyg is 22.6 kcal/mol less than the radical
stabilization in HoC=0 (Table IV) indicates thaf there is a significant mode of
stabilization for the HC=0 sigma radical compared to the HoC=CH sigma radical. A
simple explanation for the difference would be that the unpaired electron in the HC=0
sigma radical can readily delocalize into the oxygen in-plane lone pair orbital while a
similar delocalization is not possible in HoC=CH.

IV. Conclusion

The BDE (bond dissociation energy) in nitro-containing compounds can be analyzed
in terms of IBE (intrinsic bond energies) and radical stabilization energies by comparing
the BDE of C-H and C-NQOg; in a series of related compounds. In the series NO2-CXHj; X=H,
F, OH, NH; and CHj3 the bond dissociation is nearly constant (59-62 kcal/mol) due to a
near cancellation of the increase of IBE (more positive) due to the substituent and an
increase in the radical stabilization energy (more negative). The smaller BDE of NO,-
CH=0 and the larger BDE of NO3-CH=CHj; can be traced to differences in radical
stabilization.
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Figure 1. Selected geometric parameters for nitro-containing compounds optimized at the
HF/3-21G level of theory. Values in parentheses are the corresponding

calculated values in the free radical.

29-19




o)

ﬂ\;i‘
1,236

N
Y (11'4481)
‘\ a7 |
i C..
114.7
1 ,240
o)
H\;ia

o c

118.7 (11.2:’?,)
1.508 -
N
115.3 '
1.242
o)
o)
o)
1.229
1.179
117.8 aan
1.507
: c
113.6
1.241
o H
Figure 1. Continued.

39-20




0
1.246 1.308
118.8 (1.329)
1.453
N
115.4
1.242
o H

Figure 1. Continued.

39-21




A MCSCF STUDY OF THE REARRANGEMENT OF
NITROMETHANE TO METHYL NITRITE (PART II)

VL Introduction

It has recently been predicted[1] and verified(2,3] that the unimolecular rearrangement
of nitromethane to methyl nitrite might be competitive with simple C-N bond rupture. The
predicitions were based on MINDO/3 calculations performed by Dewar and coworkers,[1]
who found the concerted transition state to have an energy 14.6 kcal/mol lower than the
energy of radicals. When a less favorable entropy for the rearrangement is taken into
account, Dewar concluded that the two pathways would be competitive. Recent
experimental work{3] has led to a confirmation of these predictions. Employing infrared
multiple-photon dissociation (IRMPD), Lee and coworkers[3] have been able to determine
the barrier to be between 51.5 to 57.0 kcal/mol with 55.5 keal/mol as the most probable value.
For comparison the C-N bond energy in nitromethane is determined to be 59.4 kcal/mol.[4]

The experimental results above contrast sharply with previous ab initio results[5) where
the unimolecular rearrangement barrier to CH3ONO was found to be 16.1 kcal/mol higher

than the C-N bond energy in CH3NOg (75 and 57.4 kcal/mol, respectively). The

calculations were performed using the 6-31G* basis[6] to determine geometries and zero-
point corrections and the MP2/6-31G* electron correlation treatment[6] on 6-31G*
optimized geometries to determine relative energies. It was anticipated that the method
would poorly describe the unimolecular transition state since it was based on a single-
determinant wavefunction while the transition state is expected to have considerable open
shell character. In order to avoid an unfavorable 4-electron 2-orbital interaction, the C-N
bond would be expected to be nearly completely broken before the C-O bond begins to form.

If the C-N bond is completely broken before the C-O bond begins to form, the pathway is best
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described as eq 1. If the bond rupture is not complete, eq 2 better describes the process.

CH3NOQg ---> CH3 + NOg ---> CH3ONO (1)
CH3NOg --->CH30NO (2)
A careful determination of the transition state is essential for a discrimination of the two
possible pathways. The wavefunctions used to determine the geometry must be able to
adequately describe the 2A; states of CHg (C3y Symmetry) and NOy, respectively and to
describe the bond being broken in CH3NOg9 and being formed in CHzONO.

In a recent MCSCF study on the nitro-nitrite rearrangement of the isoelectronic
NH;3NOg, Saxon and Yoshimine{7] have found that the transition state is best described as
an interaction of an NO3 and an NHy radical. Geometries were optimized with the 4-31G
basis and a CAS (Complete Active Space) MCSCF with 10-electrons in 7-orbitals. The
breaking NN bond and forming NO bond in the transition state were 2.84 and 3.21A,
respectively, and the energy (MRCI/6-31G*) was 0.9 kcal/mol lower than radicals.

The calculations used in the present study are based on a multiconfiguration
treatments[8] which allows the optimal linear combination of different configurations
where the term configuration refers to a particular occupation of molecular orbitals. In
contrast to a single-configuration method, the multiconfiguration method can correctly
describe forbidden reactions where an orbital crossing occurs, as well as homolytic bond
cleavages where the wavefunction must describe the radical products.

VIL Approach

The simplest example of a nitro-nitrite rearrangement is the HNOg --> HONO
rearrangement; however, a system more relevant to the study of combustion is the nitro to
nitrite rearrangement in nitromethane. It has been found[9] that an accurate description
of the wavefunction of a molecule containing a nitro group requires at least two

configurations. In a single-configuration calculation the orbital on the left (see below) is
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the highest occupied orbital (HOMO) and the orbital on the right (LUMO) is unoccupied. In

a two-configuration calculation the "LUMO" has significant occupation.

In the region of the transition state the wavefunction can be described as two interacting
radicals. The important orbitals to correlate are the bonding and antibonding
combination of the CN sigma bond and the two combinations of the oxygen lone pair (see
above). As the transition state for rearrangement is approached and the CN bond
elongates, the CN bonding and antibonding orbitals can each accommodate one of the
upaired electrons of CHz and NO;. The two combinations of the oxygen lone pair are
included to correctly describe the nitro portion of the transition state. If all excitations are
allowed from the two highest occupied orbitals into the two lowest unoccupied orbitals, the
resulting multiconfigurational wavefunction is referred to as a 4x4CAS-MCSCF (4-
electrons in 4-orbitals Complete Active Space-MCSCF). For the transition state which has

C; symmetry the 4x4CAS wavefunction consists of 20 configurations.
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Exploratory calculations were carried out at the MCSCF/STO2G level in order to
determine reasonable starting geometries for higher levels of theory. Geometries and
energies are compared in Figure 1 and Tables I and II where the conformation chosen for
geometry optimization was the lowest energy conformation at the MP2/6-31G*//6-31G*
level.[5] A 2x2CAS was used to determine the geometry and energy of NOg, CH3NO,, and
CH30NQ, while a 4x4CAS was used for the transition state. The CN bond energy of
CH3NOg is overestimated by 19 kcal/mol at the 2x2CAS/STO2G level (exptl.[10] 59.4
kecal/mol; 2x2CAS/STO2G, 78.2 kcal/mol) which indicates that the calculations at this
level of theory are not reliable. It should be expected that the restricted active space and
modest basis set cannot provide accurate energies, however, it is interesting that the
transition state for the nitro-nitrite rearrangement is predicted to be 9.6 kcal/mol lower
than the energy of NOo and CHj radicals (Table II). This result is in agreement with
MINDO/3 results where a difference of 14.6 kcal/mol is obtained. The transition state is
characterized by a long CO and CN bond and a significant NO bond alternation in the NOy
fragment.

The next step was full optimization at the 4x4CAS/6-31G* level for the transition state
and at the 2x2CAS/6-31G* level for NOg, CH3NOy and CH3ONQ. The results of these
calculations are given in Figure 2. Total energies are given in Table I and relative
energies are given in Table II. Single point calculations at the 4x4CAS/6-31G* level were
made on the 2x2CAS/6-31G* optimi;ed geometries for CH3NOg and CH30ONO.

Optimization at the 4x4CAS/6-31G* level was not necessary because the CN or CO bonds are
well described by a doubly occupied orbital in the reactant or product, and correlating this
orbital with the antibonding orbital would have little effect on the geometry.

All optimizations were straightforward except the location of the transition state. Due to

the very loose nature of the transition state, a precise stationary point could not be located in
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50 cycles of optimization. The stopping criterion requires that the largest component of the

gradient be less than 5 x 10 hartrees/bohr (or hartrees/radian) and the root mean square

(rms) gradient be less than 1.7 x 10% . After about 20 cycles of optimization there was little
change in geometry or energy. Since the optimization seemed to be "stalled” around the
transition state, the point with the lowest rms gradient was used as the converged structure.
This geometry was characterized by a rms gradient about four times larger than the
normal stopping criterion.

A comparison of optimized geometries at the HF/6-31G* and MCSCF/6-31G* levels
indicated that the additional configuration(s) resulted in only small geometry changes for
all structures except the transition state. The largest change in the CH3NO32 geometry
when comparing the HF/6-31G* (1 configuration) and the 2x2CAS/6-31G* geometries (2
configurations) is a lengthening of the NO bond by 0.013A. This is to be expected since the
additional configuration contains two electrons in a NO antibonding orbital which is
unoccupied in the SCF wavefunction. The ONO bond angle decreases by 0.9° due to the
bonding interaction between oxygens in the additional configuration (see "LUMO" of NOy
above). The coefficient of the second configuration has a value of 0.25 indicating a
significant contribution. The MCSCF/6-31G* wavefunction of methyl nitrite was also
characterized by a significant second coefficient (0.21) and the geometry changes between
the HF/6-31G* and MCSCF/6-31G* levels are comparable to those for CH3NOg2 (Figure 2).
Inclusion of an additional configuration in the optimization of the NOg radical had a
smaller effect. Compared to the HF/6-31G* optimized geometry a 2x2CAS/6-31G*
wavefunction leads to an increase of the NO bond length by only 0.005A and no change in
the ONO bond angle.

A comparison of geometric parameters calculated for the transition state at different

levels of theory is given in Table III. At the 4x4CAS/STO2G and 4x4CAS/6-31G* levels the
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transition state[11] is characterized by extremely long CO and CN bond distances, in
contrast to single-configuration methods (MINDO/3, 6-31G*) where the transition state is
much tighter. This distinction becomes important in the context of the experimental
activation barrier determined by Lee and ccworkers.[3] In this work the A factor
calculated by Dewar et al.[1] for the tight transition state (1013-3) was used in fitting the data
to determine an activation barrier. The transition state calculated by MCSCF methads is
much looser and the associated A factor probably would be closer to the experimental A
factor for simple CN bond rupture (1015€).[3] If the assumed A factor is too small, then the

calculated activation barrier would be underestimated.

If the CN is decreased, or if the CO distance is decreased in the transition state, CHzNO,
or CH30NO should be formed, respectively. However, if both distances are decreased, the
energy should increase due to increased repulusion from the 4-electron 2-orbital
interaction. In order to see how sensitive the energy was to this geometry change, one
calculation at the 4x4CAS/6-31G* level was made after moving the CHg group 1A closer to
the NO midpoint. This geometry led to an energy increase of 7.8 kcal/mol relative to the
transition state.

VIIO. Results and Discussion

There are several qualitative interpretations of the rearrangement mechanism. In an
approximate sense the reaction is orbitally forbidden as shown in Figure 3. The sigma CN
bonding orbital correlates with a sigma CO antibonding orbital while the sigma CN
antibonding orbital correlates with a sigma CO bonding orbital (Figure 3). However,
since both orbitals have the same symmetry in the transition state (Cy) the crossing will be
avoided. Nevertheless, the barrier would be expected to be high. As the transition state is
approached the energy difference between the bonding and antibonding CN orbitals

becomes smaller. At the transition state three configurations become important in the
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MCSCF expansion. The configuration with one electron in the ¢+ orbital and one
electron in the o¢ne orbital (the labels are not an accurate description in the transition
state, however, they are convenient labels in the present context) makes the largest
contribution to the wavefunction (61%) which suggests that the transition state is best
described as interacting radical fragments. Two other configurations, one with the oone
orbital doubly occupied, contribute a total of 29% while the remaining 17 configurations
contribute 10%.

The radicals NOg and CH3 have very similar ionization potentials (9.6eV and 9.8eV,
respectively{12]) which perhaps explains why these three configurations contribute
strongly in the transition state since the orbital energies would be nearly the same.

A more intuitive interpretation can be obtained by a simple consideration of resonance
structures (Figure 4). As the transition state is approached and the fragments become
"radical-like’, the first and third resonance structures of NOy become more important
than the second and fourth due to the fact that the latter two resonance structures indicate an
alternation of single and double NO bonds opposite to that found in the product. Further, the
first resonance structure will be more important at the transition state than the third due to
the greater unpaired electron density on oxygen which ultimately becomes the C-O bond in
methyl nitrite. Evidence for this interpretation comes from the transition state geometry.
First, there is a large alternation of NO bonds (1.371/1.155A, 4x4CAS/6-31G*) clearly
indicating a localized single and double bond. Secondly, the ONO angle is reduced from
124.9° in CH3NO; to 113.0° in the transition state which is due to the increased steric
repulsion of the nitrogen lone pair.

The methyl (2A" state) and the nitro radical (?A; state) are ideally suited for combining

to form a CN sigma bond in CH3NOj since the unpaired electrons are directed along the
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bond axis. This is not the case for formation of CH;ONO where the NO5 radical requires

promotion to a more suitable electronic distribution (i.e. ‘NOg ---> ‘ONO). A promoted NO,
radical will have more unpaired electron density on one oxygen in an orbital
perpendicular to the NO; plane. This effect can be seen easily in the contributing
configuration of the promoted NO; fragment depicted in Figure 5 which has three unpaired
electrons and a coefficient of 0.59 (35% contribution to the wavefunction). One electron is
in the nitrogen lone pair orbital while the two combinations of the oxygen lone pair orbitals
have one electron each, To form a sigma CO bond the CHj radical would then approach the
prepared NO; radical form above which is exactly what is observed in the transition state
geometry.

The rearrangement barrier can be related to two factors. First, the energy required to
promote the NO; fragment and second, the interaction energy of the two radicals. If the
interaction energy is greater than the promotion energy, then the rearrangement barrier
will be less than the CN bond energy. On the other hand, if the promotion energy is greater,
the barrier will be greater than the CN bond energy. The promotion energy was
determined as the energy difference between the optimized NOg radical and the NO»o
fragment in the transition state (Table IV). At the 3x4CAS/6-31G* level this value is 25.4
kecal/mol and increases to 46.4 kcal/mol at the PMP4/6-31G* level. For the CH3 fragment
the promotion energy is very small at both the CAS/6-31G* and PMP4/6-31G* levels (0.02
and 0.1 kcal/mol, respectively). The seond factor, the interaction energy, was determined
as the energy difference between the isolated frozen fragments, CHs and NOg, and the
transition state. This value is -17.7 kcal/mol at the 4x4CAS/6-31G* level, which leads to an
activation barrier 7.7 (25.4-17.7) kcal/mol higher than radicals.

Activation barriers calculated at the MP4/6-31G* level generally yield accurate results

when the transition state is characterized by a single configuration.[6] This is definitely
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not the case for the niiro to nitrite transition state. While the PMP4/6-31G* relative
energies are in good agreement with experiment (Table II), the activation barrier is
calculated to be 51.9 kcal/mol higher than the CH3z and NOj radicals! A similar
discrepancy is found in the promotion energy of NOy where the PMP4/6-31G* method
predicts the promotion energy to be 21.0 kcal/mol greater than the 3x4CAS/6-31G* method.

To explore the effects of additional electron correlation, truncated multireference
second order CI calculations (with the 6-31G* basis) were carried out on the CAS/6-31G*
geometries for fragments and the transition state. Orbitals were divided into four spaces:
frozen occupied (11 orbitals), active (5 doubly occupied and 2 unoccupied), external (10
orbitals), and frozen virtual (38 orbitals). The configuration list was generated by
including all excitations within the active space and single and double excitations into the
external space. The virtual space of the starting wavefunction was first compacted by
calculating a second order CI with a smaller active space but including all virtual orbitals
in the external space (14 frozen, 4 active, and 48 external orbitals). The CHg and NOg

radicals were calculated together (Cg symmetry separated by 20.0A) since the
multireference ClI is not size consistent. The CI expansion for the combined fragments
contained approximately 29,300 configurations while the CI expansion for the transition
state (C; symmetry) contained 58,500 configurations.

At the 4x4CAS/6-31G* level the stability of CH3ONO is overestimated with respect to
CH3NOg. While the difference is reduced at the MRCI/6-31G* level, methyl nitrite is still
predicted to be too stable. One possible source of this diserepancy is the limited number of
orbitals included in the CAS. The 4-electrons in 4-orbitals CA> used in the optimization of
the transition state correlates the ocn and ocn+ orbitals as well as the two combinations of
the oxygen lone pairs orbitals. In the reactant and product some care must be exercised to

insure that the corresponding orbitals are chosen for the CAS since the bonding and
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antibonding combinations will be greatly stabilized and destabilized, respectively. This
can only partially be done since the mixing of orbitals in the CAS will be much different in
the reactant, transition state, and product. While a larger CAS insures that more orbitals
will be treated uniformly, computational costs increase substantially.
IX. Conclusion

It should be pointed out that the relative energy for fragments and transition state at the
MRCL/6-31G* level of theory is very similar to the 4x4CAS/6-31G* results (7.7 kcal/mol
4x4CAS/6-31G*; 10.0 kcal/mol MRCI/6-31G*; Table II). The ab initio methods used in this
work predict an activation barrier for rearrangement which is higher than the energy of

CHj and NOg radicals while the experimental work of Lee and coworkers(2,3] suggest that

it is lower. A lower computed rearrangement barrier would result if the promotion energy
were overestimated or if the interaction energy were underestimated. On the other hand, a
higher experimental barrier would result if a more reasonable A factor for the transition
state were used (see above). It is probable that this level of theory correctly describes the
qualitative features of the rearrangement mechanism; however, quantitative
determination of the barrier will require more accurate computational methods G. e.
larger active space, bigger basis sets and more CI).
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The vibrational frequencies of the transition state were calculated at the
4x4CAS/STO2G level by using finite differences of analytical first derivatives.
Besides the expected transition vector, a second eigenvector with a negative
eigenvalue was obtained which corresponded to a CHj tilt with respect to NOo.
Despite repeated attempts a lower energy stationary point could not be found.
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Figure 1. Geometric parameters at the CAS/STO2G level.
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CH;NO,

OcN

Figure 3.

‘D

Correlation diagram indicating an avoided crossing of the sigma CN bonding
and antibonding orbitals. In the transition state the two orbitals will have
energies similar to the orbitals containing the unpaired electrons in the CHj

and NO; radicals.
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Figure 4. Resonance structures of species on the CH3NOg potential energy surface. As the

CN bond breaks, resonance structure 1 will become increasingly important.

The CHj group will migrate above the NO3 plane and form a sigma bond with

the unpaired electron in an orbital perpendicular to the NOg plane.
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1.371 o

Figure 5. An important contributing configuration in the NO; fragment (frozen in the

transition state geometry). The three unpaired electrons are distributed in the
nitrogen lone pair orbital and the two Wcombinations of the oxygen lone pair

orbitals.
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XI. Recommendation:
On the basis of the above studies the following recommendations can be made:
Part 1
(1) That accurate bond dissociation energies can be calculated with present
computational programs,
(2) That changes in the intrinsic bond energy are mirrored by changes in the radical
stabilization energy.
(3) That incomplete convergence of the perturbative series for calculating electron
correlation can lead to an underestimation of the BDE by up to 6 kcal/mol.
Part I1
(1) That geometry optimizations of nitro containing compolunds using a
multiconfigurational wavefunction is probably unnecessary as the small changes
in geometry do not justify the additional expense.
(2) That transition states be located with an MCSCF procedure as it is shown that the
geometry of the transition state depends very strongly on the level of calculation.
(3) That energies be determined with additional electron correlation, perferably
multireference CI (MRCI) which will recover important dynamic electron

correlation.
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ABSTRACT

Sodium As An Electrode For Chloroaluminate Melts

The effects of adding sodium chloride to room temperature molten
salts containing l-methyl-3-ethylimidazolium chloride and aluminum
chloride was studied by this investigator during the summer of 1988.
Sodium chloride will dissolve in basic or neutral melts, but only in
small quantities. The solubility in acidic melts is much greuarver.
The limit to the solubility was found to be that quantity which would
reduce the mole fraction of aluminum chloride to 0.5. This renders
the melt neutral, and provides a wide electrochemical window for
potential battery applications. The purpose of this research was to
investigate the use of elemental sodium as an electrode in sodium

chloride-buffered chloroaluminate melts.
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I. INTRODUCTION

Mixtures of aluminum chloride and l-methyl-3-ethylimidazolium
chloride (MEICl) are ionic liquids (melts) at room temperature when

the mole fraction of aluminum chloride (N ) 1is between

1

A1C13
approximately 0.33 and 0.66, inclusive. These ionic liquids are
potentially useful as electrolytes in batteries. The Lewis acid-base
characteristics of these melts vary depending on the composition.

Binary mixtures with mole fraction of A1C13 less than 0.5 (NAlCI <
) 3

0.5) are basic due to the presence of excess Cl-, a Lewis base.

MEIT  +  AlCl; &—= MEIT  + alcl, + cl

(excess) (excess) (excess)

Acidic melts are formed when mole fractions of AlCl3 are greater than
0.5. The presence of excess A1C13 drives the tetrachloroaluminate ion

to heptachloroaluminate ion, a Lewis acid.
- R -
When AlCl3 and MEIC1 are present in equimolar quautities (N = 0.5)

negligible concentrations of C1™ and A12C17- exist, and the molten

salt is considered neutral.

MEIC1 + AlCly=—=MeI* + Alcl]
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The specific conductivity of these melts is relatively low, but
reaches a maximum for the neutral melt.z’3 This unexpectedly low
conductivity has been attributed to the relatively strong association
of the Cl~ to the hydrogen atoms at the 2, 4, and 5 positions of the
MELY (with the strongest of these at the 2 position). This
interaction is believed to render the Cl1~ less mobile. The

conductivities of various melts and the sodium chloride-buffered melts

have been measured and are reported here.
IT. OBJECTIVES

The overall goal of the work was to determine the feasibility of
using sodium in an aluminum chloride/l-methyl-3-ethylimidazolium
chloride battery. The objectives were proposed in four phases: (1)
determining the maximum sodium ion content which is possible for these
systems, (2) optimizing the characteristics of a sodium electrode, (3)
determining the potential for the Na/Na™t couple, and (4) investigating
the feasibility of using potassium in an analogous electrochemical
role. Later the objective of specifically determining the

conductivities of the buffered melts was added.

III. RESEARCH

Melts composed of aluminum chloride and sodium chloride have been
studied extensively4 as well as melts of aluminum chloride and lithium
5
chloride. Moreover, ternary mixtures of aluminum chloride, lithium

chloride and sodium chloride have been studied.6
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In this research, I continued the investigations begun in the
summer of 1988 in the area of ternmary mixtures of aluminum chloride, I-
methyl-3-ethyl-imidazolium chloride, and sodium chloride.

It has been shown that sodium chloride dissolves in acidic
mixtures of AlCl3/MEICl to an extent controlled by the mole fraction
of A1C13. Addition of sodium chloride can continue as long as the
resulting mole fraction of aluminum chloride is greater than 0.5.

When this limiting value is reached, sodium chloride ceases to
dissolve appreciably in the melts. Therefore, beginning with very
acidic melts increases the total amount of sodium ion which could be
p.esent in the melt. The theoretical solubility of NaCl can thea 5%e
expressed as S = A - M, where S = moles of sodium chloride, A = moles
of aluminum chloride, and M = moles of l-methyl-3-ethyl-imidazolium
chloride.

Interestingly, it was found that the most acidic melt, N = 0.667,
was susceptible to total solidification when the amount of sodium
chloride added was slightly greater than the theoretical amount. The
solidification of these melts was observed on several occasions.
Efforts to return the samples to the molten state by addition of AlCl3
and/or MEICl were unsuccessful.

It is clear that a very useful way has been discovered to prepare
A1C13/MEIC1 melts which are neutral in the Lewis sense,

Neutral melts have the enormous advantage of a large
electrochemical window, that is, the oxidation-reduction limits are
the oxidation of AlClZ and the reduction of the MEI+. The potential
difference between these two events is greater than 4.0 V.

Conductivities of these room temperature molten salts have been

40-6




measured and reported.z’3

The addition of sodium chloride to these
melts to produce buffered melts would be expected to change the

conductivity. Moreover, since the solubility of sodium chloride has

been shown to be a function of the initial mole fraction aluminum7

S=A-M (1)

S = moles of sodium chloride
A = moles of aluminum chloride
M = moles of MEIC1

there was expected to be a marked change in éonductivity with
increasing solubility of sodium chloride. However, as discussed
below, no significant.change in conductivity was observed.

Relative conductivities were measured on 10 g samples of melts of
various compositions and on several different sodium chloride
saturated melts with a platinum electrode attached to a Micronta
conductivity meter. The specific conductivity for all sodium chloride
melts averaged 0.019 mhos* em~! at 22°C.

We can compare this to specific conductivities obtained on non-
buffered chloroaluminate melts : 0.0117 mhos‘cm™ ! for N = 0.44,
0.0227 mhos*cm~! for N = 0.50, and 0.0154 mhos*em™! for N = 0.67 at 29.7,
29.7, 30.9, and 32.2°C, respectively.

Since all of the sodium chloride-containing melts are buffered to
N = 0.50, it is reasonable to compare this to a non-buffered neutral
melt. The value obtained in this lab, 0.019 mhos'cm‘l, is slightly
less that the 0.0227 mhos-cm~! measurement. This difference may well

be attributable to the difference in temperature at which the two
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measurements were made.

This brings into question the role of Na  in the actual
conductivity. In neutral melts the amount of free CI 1is extremely
low, so any change in conductivity would have to be a direct result of
the presence of free Na+. Moreover, since initially unbuffered melts
can dissolve sodium chloride based on the value of N in the binary

mixture, melts originally with N = 0.67 dissolve the greatest

A1C13
amount of salt (Eq 1) and therefore contain the greatest amount of Na+_
It is puzzling then to observe no difference in conductivity

between buffered melts containing large amounts of sodium and those
containing small amounts. Further, there appears to be no significant
difference in conductivity between any buffered melt and a simple
binary neutral melt.

The most obvious conclusion is that the Na' is tied up in the
extensive chlorocaluminate liquid ionic lattice and is not therefore
mobile enough to effect change in the conductivity.

Although extensive effort was put forth to quantitatively
determine the exact sodium ion concentrations in the various melts,
these efforts were frustrated by the difficulty of determining
extremely low sodium ion levels in the presence of aluminum ion. It
is reasonable that the sodium ion concentrations in the buffered melts
are as indicated in Equation 1, as the behavior of exactly neutral
melts is well documented and the electrochemical behavior of the
buffered melts precisely duplicates that observed for binary neutral
melts.

In preliminary work carried out during the summer, a sodium

electrode was constructed in the following manner. Elemental sodium
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was warmed on a hot plate, the oxide coating was discarded, and the
molten or softened metal was drawn into a glass tube 5 mm in diameter
with an interior diameter of 3 mm. A copper wire was inserted into
the cooled metal to serve as a contact for the cell. As the electrode
surface corroded, a fresh sodium surface could be extruded by pushing
on the copper wire, and drawing the tip of a spatula across the fresh
surface.

Use of this electrode presented a number of problems. First,
under the conditions mentioned, the electrode surface needed renewing
after every two or three scans (by cyclic voltammetry) because of the
rapid decomposition of the surfac.. Second, replication of
experiments proved djifficult due to variations in the surface of the
new sodium layer. Sodium metal is quite soft and somewhat "sticky".
Rather than being planar, many times the surface would be jagged,
uneven, and of different sizes (surface area). Third, and most
important, the rapid decomposition of the surface results in a
concomitant decrease in current. A satisfactory improvement in this
electrode has not been achieved. A more facile method of surface
preparation should be pursued to achieve better precision in surface
characteristics when the surface must be renewed. The nature of the
decomposition at the electrode surface is not well understood. If it
becomes clear that this layer is a real detriment to the ability of
the sodium electrode to carry current (and preliminary work indicates
that this is probably the case), a method should be sought that would
separate the electrode from direct contact with the melt, but would
still allow for the electrochemical curcuit to be completed. Such a

construction might involve the sodium electrode being placed in a
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separate compartment which is then in contact with the rest of the
cell.

An attempt was made to use a sodium electrode in a neutralized
melt with an appreciable sodium ion content. The resting potential of
the cell was consistently approximately -2.05 V. After a few sweeps
in the positive direction, a grey-black deposit was observable on the
sodium surface and the rest potential became more positive (to about -
1.8 V.) 1t was observed that the current rapidly decreased with each
scan, presumably as the black layer being deposited on the electrode
became thicker.

A corrosion study confirmed these findings and indicated that
although the rest potential was about -2.0 V., the maximum current

flow was at about -0.85 V, considerably less.

Iv. RECOMMENDATIONS

There has been considerable interest in observing the reduction
of Na+ to Na in room temperature chloroaluminate melts. An effort was
made using cyclic voltammetry to locate the potential of the Nat/Na
reduction of the sodium electrode described above. The Lit/Li
reduction has been reported to occur in this system at -2.0 V. It is
possible that the sodium reduction is beyond the cathodic limit, or
that it overlaps somewhat with MEI+ reduction. The reduction may have
been observed as the shoulder on another (stripping) peak at
approximately -3.0 V, It is hoped that optimization of the sodium
electrode will facilitate the location of the Né+/Na reduction

potential.
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The similarities between Na and K are very well established, and
especially so for Na* and K. However, work with lithium chloride has
been carried out and it is clear that the behavior of lithium is
markedly dissimilar. For example, it is believed that LiCl forms
complexes such as LiCl; in AIC14/MEICL melts.

Once a successful model has been established for sodium and
sodium ion, it is certainly prudent to also investigate the
possibility of potassium functioning in an analogous manner. The
solubility of potassium chloride in acidic Al1C13/MEICl melts should be
determined first. Should these tests indicate solubility behavior
similar tn sodium chloride (and preliminary tests indic te that this
is solo), an attempt should be made to construct a potassium
electrode. However, the difficulties in working with metallic

potassium are fully appreciated; the construction of this electrode

may present new problems not encountered with sodium.
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ABSTRACT

A computer program has been developed to compute the time accurate unsteady
start-up flow in a supersonic wind tunnel. The program is based on the unsteady
Euler equations for one-dimensional flow with area change. Six numerical algorithms
were programmed and numerical results compared with each other and with
experimental measurements taken in the U.S. Air Force Academy’s trisonic wind
tunnel. The numerical algorithms include two versions each of the Lax's method,
MacCormack’s method, and the method of characteristics. The difference in the two
versions involved the manner that the non-homogeneous terms in the conservation
form of the governing equations were differenced. The method of characteristics
formulation was derived for conservation variables. This is the first known method
of characteristics formulation for unsteady, one dimensional flow with area change

using conservation variables.
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1. INTRODUCTION

Most of the design, testing, and operation of the high performance aircraft,
missiles, and space craft of today is based on an assumed steady flow. Unsteady
flows, on the other hand, are generally viewed unfavorably. They are associated with
boundary layer separations, with stall on control and lifting surfaces with large

transient forces that are not predicted in steady flow calculations, and with

instabilities.

The requirements for more advanced design have greatly increased the interest in
understanding transient phenomena so that their effects can be used to enhance

performance.

One area of recent research toward that end has resulted from the observation
that the lift coefficient on a rapidly pitching airfoil is many times the steady-state
value just before it stalls. Several attempts to understand that phenomena have been
made, including some very interesting and productive experimental research at the
Frank J. Seiler Research Laboratory at the U.S. Air Force Academy in Colorado
Springs, CO (see Refs. 1-4). That research uses a rapidly pitched airfoil in a low
speed wind tunnel with flow visuali: ations (smoke wire) and static pressure
measurements made on the airfoil surface. The practical applications for this research

are many and varied.

Reference 5 reports the results of an experimental study using the trisonic wind
tunpel facilities at the U.S. Air Force Academy to study unsteady transients in
supersonic flows. A 20 degree symmetric wedge, six inches wide, was mounted in the
one foot square test section of the Mach 3 tunnel. High response pressure transducers
were mounted on the upper and lower wedge surfaces and on the tunnel sidewall
upstream of the test section. The transient shock waves, generated during tunnel
start~-up and shut-down, were recorded using a Schlieren optical system focussed

directly on the front lens of a 186 mm high speed camera. Pressure measurements and
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Schlieren pictures were recorded at half milisecond intervals over an eight second run

time.

Figure 1 is representative of the pressure measurements made on the wedge, and
shows unexpectedly large pressure spikes just before steady-state operation is
reached. The pressure traces are from transducers 1 and 2 which were located
respectively on the top and on the bottom of the wedge at one inch from the leading
edge. The difference between the pressures indicates that there was a strong upward
pitching moment associated with the tunnel start~up. Data from other runs show a
similar situation, but with a downward pitching moment. Large pitching moments
have been measured by the force and moment balance during start-up with other
models. It is clear that steady flow calculations do not predict the very large, short

duration forces that can arise in transient supersonic flows.

Figure 2 is a sequence of eight Schlieren pictures, taken at one half milisecond
intervals, that show the passage of the primary shock over the wedge. The shock
angle on the wedge in the eighth frame confirms a steady state Mach 3 flow. The
shock speed as determined from the sequence of pictures is of the order of 125 feet

per second (38 m/s) relative to the model. The air speed at Mach 3 is about 2000

feet per second (810 m/s).

As an extension to the experimental research reported in Ref. 5, a program was
undertaken to numerically model the unsteady start-up transient in a supersonic
wind tunnel. That work is the subject of this report. The flow was modeled as a one-
dimensional, unsteady flow with area change. The governing equations are
hyperbolic. Six time accurate numerical algorithms were developed and tested to
evaluate their shock capturing capabilities and overall accuracy. The initial
conditions are a no-flow condition. The boundary conditions are the time dependent
flow conditions downstream of the control valve, and an exit flow to ambient

pressure. The time dependent pressure and temperature downstream of the control
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valve were analytically modeled to approximate tbhe measured valves reported in

References 6 and 7.

The six numerical algorithms tested were all finite difference algorithms for the
solution to the Euler equations. All were formulated using conservation variables.
Two of the algorithms used the Lax method, two used the MacCormack (forward-
backward) method, and two used a newly formulated method of characteristics for
conservation variables. The variable area requirement introduces non-homogeneous
terms. The difference between the two algorithms for each method is the method for
grouping and computing the non-homogeneous terms. The method of characteristics

algorithms are new. Their development in this study has merit in its own right.

In Chapter II the analysis for the numerical algorithms are developed. Chapter III

is the results section, and Chapter IV is the summary and recommendations.

II. ANALYSIS

In this section the governing equations for a one-dimensional, unsteady, inviscid
flow with area change are summarized. The equations are cast in conservation
variables. Two sets of conservation variables are used. The first is the usual

conservation variables for a one-dimensional unsteady fiow. That is,

W, = (pv pu, E)T (1)

where

E =P/(v-1) + pu*/2 (2)
for a perfect gas.

The second set of conservation variables is the flow area times the variables in Eq.

(1). That is,
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W, = (pA, pAu, EA)T (3)

The numerical algorithms for the Lax method, for MacCormack's (forward-
backward) method, and for the method of characteristics are derived. The method of

characteristics algorithm is derived for both sets of conservation variables.

The boundary conditions are derived for the wind tunnel start-up. The area
variation as a function of position for the U.S. Air Force Academy Trisonic Wind

Tunnel is described.

A. Governing Equations

The governing equations are the continuity, momentum and energy equations. A
perfect gas is assumed. Those equations in conservation law form for a one-

dimensional, inviscid, unsteady flow, without area change are

wlt + le =0 (4)

where W, is given by Eq. (1) and

F, = [pu, P + pu®, u(E + P)]T (5)

In so-called primitive variables the governing equations with area change are

py + puy +upy + puA; /A =0 (8)
pu, + puuy + Py =0 (7
Pg+uP,—az[pg+up,].=o (8)

where a is the local sound speed. For an ideal gas

a’=+P/p (9)

With some manipulation Egs. (8), (7) and (8) can be written
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W, +F;, =G, (10)

where W, and F, are given by Egs. (1) and (5), and

Gy = [— pu A, /A, — pu? A, /A, —u(E +P) A,/A]T (11)

With some further manipulation, and noting that the area is not time dependent

(i.e., Ay =0), a second form of the governing equations, as given below, can be

obtained. They are,
Wy, +Fy =Gy (12)
where W, is given by Eq. (3) and,
T
F; = [pAu, PA + pAu? , u(EA + PA)] (13)

and

G, = [o _PA,, o] (14)

Notice that the form of Eqs. (4) for flow without area change and Eqs. (12) for
flow with area change are very much alike when the conservation variables in Eq. (1)

are replaced by those in Eq. (3). The difference is the single non-homogeneous term in

Eq. (14).

B. The Lax Finite Difference Algorithm

The Lax finite difference algorithm for equally space nodes in the x-direction is:

1 At 1
witl = 7 (Wl +why) — A% (ff — 1) + 7 (8fv1 +gfly) At (18)

where superscripts (n, n+1) denote the time level and subscripts (i-1, i, i+1} denote
the space index. The variables w, f and g indicate the components of the vectors W,

F and G in Egs. (10) or (12). The time step, At, is calculated to satisfy the CFL

42-8




stability criteria for the most restrictive case at each time level.

The Lax algorithm is first order. In addition, it numerically generates artificial
flow velocities when applied to Eq. (12). This can be seen by examining the no-flow
case, i.e., the case for u = 0, where P, ¢ and E are uniform, and the boundary
conditions do not introduce any flow velocities. Notice that even though P, p and E
are uniform, the variables PA, pA, and EA are not uniform. Thus for the no flow

case the first of Egs. (12) reduces to

(oA = 2 [em)ps + (0A)2 (16)

so that the new value of (pA)?*! is not (pA)}, as it should be when u = 0, but is
rather the average of the unequal values on either side. The same is true for the third

of Egs. (12). The result is that the no flow case generates flow velocities that continue

to increase.

The Lax algorithm applied to Eqs. (10) does not generate artificial flow velocities.

C. The MacCormack Finite Difference Aigorithm

The MacCormack finite difference algorithm is one of the most popular numerical
methods in use today. That method employs a two-step algorithm to produce second
order accuracy. There are two versions of the algorithm for a one-dimensional
unsteady flow. The forward-backward (F-B) version uses forward differences on the
one-sided predictor step, and backward differences on the corrector step. This is the
version for which the algorithm is given below. The backward-forward (B-F) version
is similar except that the directions of the one-sided differences are reversed. It has
been found in this and other shock tube studies that for a right traveling shock wave
the B-F version often predicts negative values of absolute pressure across a shock of
sufficient strength, thus causing the computer program to fail. The F-B version

undershoots the pressure, also, but is more robust than the B-F version.
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For equally spaced nodes in the x-direction the finite difterence numerical

algorithm for the F-B MacCormack method is

Wi = wp — 2L 1, -] +ap A (17)
it = 1 {[w{‘ + i) - 2L (e ) + sf‘_ﬁAt} (18)

where the bar over the n+1 superscript indicates the predictor value. To ensure that
the no flow conditions do not generate a false numerical velocity for Eq. (12), the

nonhomogeneous terms in Eqs. (17) and (18) are

n
i

& = [PA)" = [PR1 +P2) (A — A fr22) (19)

& = (PA) ™ = PFFT 4 P (A1 — Ac) /(2%) (20)

In Egs. (19) and (20) the pressure terms are averaged. When the aigorithm was
run without averaging the pressure the program calculated negative pressures and

densities when the shock strength was sufficiently large.

D. The Method of Characteristics in Conservation Variables

Of all the numerical algorithms, the direct marching method of characteristics is
the most accurate. The inverse marching method of characteristics where the
characteristic rays are projected backward onto an initial value surface from a

prescribed node point is probably the second most accurate method. The problems

are the following:

1.) The direct method generates a non-uniform grid, it is more difficult to
program, and the extension to more than two dimensions is extremely

complex. Also, shock waves need to be tracked explicitly, which can be very
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difficult in a complex flow.

2.) The inverse method takes more effort to program than most finite
difference methods, has here-to-fore been limited to primitive variables, and

will handle only weak shocks. Explicit shock tracking is required to handle

strong shocks.

3.) Method of characteristic algorithms take more CPU time per grid point

calculation. This inefficiency is partially compensated for by the increased

accuracy.

One of the methods tested for the computation of the start-up flow in the trisonic
tunnel is the method of characteristics in conservation variables. This is the first time
that comservation variables have been used for characteristic calculations in an
unsteady flow with area change. The idea of characteristics is to make a linear
combination of the governing equations such that the partial derivatives combine to
form total derivatives in the characteristic directions. For example, Eq. (10) or (12)

could be written

W, +AW, =G (21)

where A is a coefficient matrix

A=) - [%-] (22)

Applying characteristic theory to Eq. (21), one obtains the characteristic

equations
|AT - xll =0 (23)

which expands to the cubic equation in ),
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XN —B, N +B, A—B3 =0 (24)

If the roots of Eq. (24) are real and distinct, the original equation set is hyperbolic
and the equations dx/dt = X\ are the equations for the characteristic curves in the

{x,4) plane. Witk co: siderable tedious algebra it can be show that the characteristic

curves for Eqs. (10) and Eqs. (12) are

N =dx/dt =u +a (25)
N =dx/dt =u —a (28)

and
A3 =dx/dt =u (27)

where a is the local sound speed given by Eq. (9). The characteristic curves, that is,
the directions along which information is propagated, are identical to the

characterisiic directions for primitive variables. This, of course, is the expected result.

The compatibility equations are derived by eliminating o0y, 0y and o3 from the

equation
a0y dWl + [ep} sz +- J3 dW3 = Ogg2 (28)

where

01811 +0289, +0383; 01813 +02899-+0323;

X = =
G'l o}
_ 0131310223 +0333; (29)
O3

The compatibility equations are different for Eqs. (10) and Eqgs. (12). Again after
considerable algebra the following results are obtained. First, from Eqs. (10) with the
dependent variables given by Eq. (1),
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u? a?
—_— dp~ud(pu) +dE =0 (on X3 =u) (30)
2 -1
u? ua a ~pua® Ay dt
—— — o —— FAlE —-———-d = — >\=
5 S d u po (pu) + dE 1 Y (on A; = u+a) (31)
u? ua a _ —pua? A, dt
5 + pome ]dp —lu+ po ]d (pu) + dE = pom Ty (on Ay =u—a) (32)

The compatibility equations corresponding to Eqs. (12) with the dependent

variables given by Eq. (3) are
w e
2 -1
a

[122- - :—al ] d(pA) ~ [u - ’—7—:} d(pAu) + d(EA)

d(pA) — ud(pAu) + d(EA) = — uPA;dt (on A3 =u) (33)

= - |u — %]P Aydt (on A\ =u +a) (34)

a——

ll2 ua
- d (pA) —
>+ 7_1] (pA)

u+ —qi—l] d (pAu) + d(EA)

=—lu+ ﬁ PA,dt (on )\ =u—a) (35)

The point numbering scheme for a single grid point calculation using the inverse
marching scheme is illustrated in Fig. 3. The unknown point, noint 4, is at a specified
x— location and at a specified At from the initial value surface. A t is chosen such
that the CFL stability criteria is satisfied everywhere. The determination of the

variables w; at point 4 is accomplished by following the predictor-corrector-iteration

procedure as described below.

Predictor step 1: Locate the initial value points 1, 2 and 3 by projecting the

characteristics as straight lines through point 4. The values of uy and a4 are used to
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determine the characteristic slopes.

Predictor step 2: Interpolate between the known points 5, 6 and 7 for the flow

variables at the base points, that is points 1, 2 and 3. Determine u and a at points 1,

2 and 3. The interpolation can be linear or quadratic.

Predictor step 3: Repeat step 1 using the values of u and a at the base points, as

determined in step 2, to calculate the characteristic slopes through point 4.

Reinterpolate for the flow variables at points 1, 2 and 3.

Predictor step 4: Calculate the flow variables at point 4 by simultaneously solving

the finite difference form of the compatibility equations. The coefficients are

evaluated at their respective base points. The variables (w;), are determined by

using Gauss reduction to solve the matrix equation

RX=T

For Eqgs. (30)-(32)

T
R=[r]; X= [Ph (pu)s, E4] i T = [t;)
and
r _[u2 a2 ] . _ e .
1n=\|\-5 - yT1g = —Uu3 ;3 =
2 -1 3

l__112_ua. A T I
21 D) ~—1 lv 22 ~—1 lv 23

u ua
— tmt— 'r B2 -
7 T 7_1]2, 32

a
+ — . =
u ’7_1 ]2 y Pas 1

t; = rnp3 + r2(pu); + r3E;
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prujal (Axh
(r—1) A

te = ra10) + raa(pu)y + ro3E; — At

pruzal (Ag):
(v1) A,

t3 = 13103 + raz(pu); + ry3Eg — At

For Eqs. (33)-(35) the values of R, X, and T are

T
R =[] 1% = [(oA) . (orule, (BAY]T s T = [t]
where the rj; are given by Eqs. (38), and the t; terms are
ty =r11(pA)s + riz(pAu)s; + r3(EA); + by
ta = ry1(PA) + ra2(pAu); + ro3(EA); + by
t3 = r3;(pA); + r3a(pAu)y + r33(EA)p + by
wiere
by = r1sP3(As)s At
by =ryP(Ag); At

by = r33Pa(As)2 At

(39-b)

(39-c)

(40)

(41-a)
(41-b)

(41-¢)

(42-a)
(42-b)

(42-¢)

Camymust be taken in evaluating the non-homogeneous terms b,, b, and b; to

ensure that they do not give rise to a numerically generated artificial filow when u =

0 and P, p and E are constant. To prevent artificial numerical flow generation the A,

terms must be differenced. The following differences are used.

by = — P3(Aq — A3)
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a
¥—1

by = —Ju -~ Py(Af —Ay)/(u +a), (43-b)

1

a
~—1

by = — (u+ Py(Ay — Ag)/(u — a), (43-¢)

2

Corrector step 1: Relocate the initial value points 1, 2 and 3 by projecting the

characteristic lines through point 4, determined from the average slope between the
base point and point 4. The values from the predictor step 4 are used to determine
the propertics at point 4. For example the characteristic slope connecting points 1

and 4 is

A o= (1/2)[(“1 +ag) +(ug + 34)] (44)

Corrector step 2: Interpolate for the flow variables at points 1, 2 and 3.

Corrector step 3: Calculate the flow variables at point 4. Equation (38) can be

used where the R matrix is the average of the values along the appropriate

characteristic. That is

u? a u? a?
ry = (1/2) 2 T3 \ + [T s ) (45)

etc.

The nonhomogeneous terms in Eqs. (39), (41) and (43) are averaged

appropriately. The corresponding corrector values for Eqs. (43) are
(b1)e = — (P3 + Py) (Ay — A3)/2 (46-a)

(b)e = (raz)e (P1 + Py (A4 — Al)/[(“ +a) +(u+ 3)4} (46-b)
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(b3)e = (raz)c (P2 + Py) (Aq — Az)/[(“ —a) +(u~ 3)4] (46-c)

E. Boundary and Initial Conditions

The pumerical algorithms are time marching algorithms for which initial and
boundary conditions must be specified. The initial conditions at t =0 areu =0, P =
82.45 kPa, E = P/(y—1), and T = 295°K. The left-hand boundary condition is a
specified static temperature and pressure at x = 0 as a function of time. The right-

hand boundary condition is a specified static pressure as a function of time.

The right-hand boundary condition that was used is Pp = 82.45 kPa (ambient
pressure) for all time. The remaining flow variables (i.e., u, p, E) are computed using
an inverse method of characteristics computation. Primitive variables are used, and

the area is assumed constant at the right-hand boundary.

The left-hand boundary conditions are that the static temperature remains
constant (Tp = T,mp = 295°K), and the static pressure is a specified function of
time. In the throttling process for an ideal gas it is the stagnation temperature that
remains constant. But in this flow the velocities in the plenum chamber are so low
that the static and stagnation temperatures are nearly equal, and the assumption
that the static temperatures is constant introduces very little error. That assumption

is also very convenient for applying the boundary condition.

The start-up of the supersonic blowdown wind tunnel is accomplished by the
rapid opening of the control regulator value. The prescribed pressure in the plenum
chamber is reached in about one second. References 6 and 7 contain measured
pressure-time plots for the static pressure just downstream of the control valve. The
pressure-time plot shown in Fig. 4 is similar to the measured plots except that the
time axis has been compressed. The compression of the time axis was done to reduce
the computation time to reach steady-state operation. Check computations indicated

that compressing the pressure rise time did not effect the general character of the
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computed results.

The pressure-time curve in Fig. 4 is a combination of an exponential pressure rise

from P,qp to Py, a quadratic curve from P; to P,, and an error function decay to

the steady state pressure P3;. The equations are

P=Pupci, 0<t<t (47)
P =P; —Ca(t ~t2)*, t; St <ty (48)
P=P3+(P; —P3) exp(—(t —t)?), t>ty (49)

when P is in Pascals and t is in miliseconds. The values of C;, C, and t; are chosen

such that the slopes of the curve segments match at the nodal points P, and P,.

To obtain the pressure-time curve in Fig. 4 the values of P,;, = 82.45 kPa,

P, = 250 kPa, P, = 400 kPa, P; = 380 kPa, and t, = 200 ms were used.

The method of characteristics is used with the known pressure and temperature

at the left-hand boundary to compute the velocity at the boundary points.

F. Area Variation

The area variation of the Mach 3 trisonic wind tunnel was modeled as shown in
Fig. 5. The figure is for a nondimensional area vs a nondimensional length. The
reference area is the plenum are of 1.0723 m?. The reference length is 6.35 m. The
figure represents a series of curves fit together to approximate the actual area
variation of the trisonic tunnel at the U.S. Air Force Academy with the Mach 3
nozzle blocks. The noszle throat area is A/A. =0.01918 (A = 0.02056 m?). The
throat is at x/X,;f = 0.348 (x = 2.21 m). The test section area is A/A, = 0.08664 (A
= 0.0929 m?). Both the area reduction due to the test article (wedge) in the test

section and the area reduction due to the second throat (downstream of the test

section) are modeled.
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IIi. RESULTS

There are six different finite difference numerical algorithms that were tested for
this problem. They are listed in Table 1. For each calculation 501 data points were
used along the tunnel. The overall tunnel length was 8.35 m so that the points were
spaced about 12.7 mm (1/2 inch.) apart. The driving pressure for each case was that
shown in Fig. 4. The rise time for the pressure, after the control valve was opened,
was modeled at 200 ms even though the measured values in References 8 and 7 are
closer to one second. The shorter rise time was used to reduce the overall computer
run time. Comparison with calculations using an 800 ms rise time indicated that the

shorter rise time had very little effect on the character of the computed results.

For each run three different plots were generated. The first is a plot of the
calculated static pressure in the tunnel at various times in the transient start-up. The
static pressure is normalized by the driving pressure shown in Fig. 4. The position
along the tunnel is normalized by the overall length of 6.35 m. Figures 8 thru 11 are

the static pressures calculated by the six different numerical methods listed in Table

1.

The second type of plot is the calculated stagnation pressure in the tunnel at
various times in the transient start-up. The stagnation pressures are dimensional
(kPa). Figures 12 thru 17 are the stagnation pressure plots for the six different

numerical methods listed in Table 1.

The third type of plot shows the computed absolute static pressure (kPa) in the
test section as a function to time (ms). This type of plot is characteristic of the
pressures that would be measured by a pressure transducer in the test section, and is
the numerical analog of the measurements in Fig. 1. Figures 18 thru 22 are the test
section pressure plots for five of the six numerical algorithms. There is no plot for the

FB2 method. That method failed numerically and a test section plot was not

42-19




generated.

One objective of this report is to evaluate the six numerical algorithms. That
evaluation consists of (a) comparison with each other, (b) comparison with the
expected results, and (¢) comparison with experimental data. Those comparisons are

made in the following.

A. The LAX1 Method

Figure 6 shows the calculated static pressure (divided by the driving pressure)
along the length of the wind tunnel at 58, 98, 136 and 253 ms after the control valve
is opened. The rise time for the driving pressure is shown in Fig. 4. Five hundred

points were used for the spatial grid.

Qualitatively the results are what is expected. The flow quickly chokes at the
first throat (x/xmax = 0.348) and a normal shock forms in the diverging portion of
the Mach 3 nozzle blocks. The shock moves downstream, passes through the test
section, through the second throat, and becomes established in the diverging portion
of the wind tunnel exit. The pressure profile at 253 ms represents steady state

operation.

Figure 12 shows the stagnation pressure along the tunnel at select times. The
stagnation pressure was back calculated form the values of P, and pu, and E. That

is, P, i3 calculated from the equations

P = (v —1)[E — (pu)®/(20)] (50)
M? = (pu)? /(¥oP) (51)
P°=P/1+l;;1—M’7——l (52)

From a philisophical viewpoint changes in the stagnation pressure curve at any
time are the resuit of one of three different effects, namely (a) shock waves, (b)

unsteady flow effects, or (¢) numerically generated inconsistencies. The curves in Fig.
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12 show all three effects. The variation from a constant value over the first 309 of
the tunnel is primarily due to unsteady flow eflects, The drop in the curves between
0.3 < x/xmax < 0.4 is due to the inability of the numerical algorithm to properly
calculate flows with large area variations when the flow is choked. The stagnation

pressure drops across the shock wave are obvious.

Figure 18 shows the calculated test section pressure as a function of time. The
result appears to be qualitatively correct, based on the measured results shown in
Fig. 1. Notice that the measured pressure spike (Fig. 1) that passed through the test
section just before steady state operation was reached is not present in the numerical
calculations. In fact, that measured pressure transient was not produced by any of

the numerical algorithms.
With regard to the LAX1 calculation the following observations are made:

1. The pressure profile thru the nozzle blocks up to the shock location is
essentially identical to the theoretical one-dimensional steady state profile for a

chocked flow. The theoretical curve is not shown on the figure.

2. The moving shock wave is "captured” by the method, but is "smeared” over

several grid points. There is no ringing associated with the shock capturing.

3. The shock speed through the test section is about 30 m/s. This compares
favorably with the measured shock speed of about 38 m/s from the Schlieren

photographs in Fig. 2.
4. The method is robust, first order, and computationally efficient.

5. The calculated stagnation pressure losses near the noxsle throat are an

indication of numerical inaccuracies. Quantative results should be viewed as

containing considerable error.

6. The method generates artificial flow.
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B. The LAX2 Method

The LAX2 results are shown in Figs. 7, 13, and 19. The computed results appear
to be qualitatively correct, and are similar to the LAX1 results. The major
differences are a somewhat slower shock speed through the test section (about 22

m/s) and a different stagnation pressure variation in the nozzle throat section.

C. The FB1 Method

The FB1 results are shown in Figs. 8, 14, and 20. The results are qualitatively
similar to those obtained from the LAX1 and LAX2 methods. The results are an
improvement over the LAX methods in that the shock is captured in fewer grid
points {about 2 or 3), and the stagnation pressures remain constant through the
rapid area change region of tne nozzle throat. The method does show some "ringing"
across the shock, a feature that experience has shown can be corrected by introducing
some artificial damping into the numerical algorithm. The features of the FB1

algorithm are summarized below.

1. The static pressure profile thru the nozzle blocks up to the shock location is
essentially identical to the theoretical profile for a steady, one-dimensional choked

flow through the area variation shown in Fig. 5.
2. The moving shock wave is captured by the method in two or three grid points.

3. There is some "ringing" (pressure overshoot) both ahead of and behind the
shock. Experience with MacCormack’s method for unsteady one-dimensional flows
indicates that the pressure overshoot can be almost eliminated by introducing some

artificial (numerical) damping.

4. The magnitude of the calculated static pressure ratio and stagnation pressure
ratio across the shock are close to the values for a stationary normal shock in steady

flow where the shock strength is determined from the area ratio.
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5. The calculated shock speed thru the test section is about 40 m/s which

compares very favorably with the measured shock speed of about 38 m/s from the

Schlieren photographs in Fig. 2.

6. The method is second order, does not artificially generate flow velocities for

the no flow initial conditions, and is computationally efficient.

7. Overall the FB1 method is the preferred method of the six algorithms that
were tested. The method is believed to be quantatively accurate within the limits of

the one-dimensional flow approximation.

8. The FB1 method did not reproduce the short duration pressure spikes

associated with the shock passage, as shown in Fig. 1.

D. The FB2 Method

The FB2 resuits are shown in Figs. 9 and 15. The results at 50 ms, 84 ms and
118 ms are very similar to those for the FB1 method. However the ringing associated
with the shock capturing resulted in a negative absolute pressure and density so that
the computer calculations "crashed”. As a consequence there is no test section
pressure plot for this method. It is probable that the introduction of numerical
damping across the shock would correct the pressure overshoot so that results

comparable to the FB1 results could be obtained.

E. The MOC1 Method

The results for the MOC1 method are shown in Figs. 10, 16, and 21. From Fig.
10 it appears that the MOC1 method correctly computes, at least qualitatively, the
shock formation and the initial shock motion through the diverging portion of the
nozzle blocks. However the method calculates a "blocked” flow passage where the
flow chokes at the second throat and traps the initial shock wave in the divergent

section behind the first throat. Increasing the area of the second throat did not
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produce an unblocked flow. This is disturbing since conservative calculations for the

minimum area of the second throat indicate that the low should not be blocked.

The method appears to capture shocks in a single grid point without ringing. It
is computationally inefficient with regard to computer time. The method also

generates bumps in the stagnation pressure profiles near the first throat, as can be

seen in Fig. 186.

F. The MOC2 Method

The results for the MOC2 method are shown in Figs. 11, 17 and 22. They are
similar to those for the MOC1 method. The calculated stagnation oressure variation
near the throat of the nozzie blocks is a slightly different shape, but both represent a
deficiency in the algorithms. The calculations indicate that the fiow will block, which

is contrary to the experimental result.

IV. SUMMARY AND RECOMMENDATIONS

One of the objectives of the work was to determine whether the method of
characteristics in the newly formulated conservation variable form could be used
effectively for shock capiuring in a one dimensional, unsteady, supersonic flow with
area change. The results for both the MOC1 and MOC2 methods indicate good
shock capturing ability with no ringing. However, the stagnation pressure variation
due to area change indicates a problem with the algorithm when strong area
gradients are present. Further work needs to be done to resolve that discrepency.
Also, further investigation into the reasons the MOC methods predict a blocked flow

is needed.

The FB1 method using MacCormack's algorithm appeared to give the best overall
numerical results. However, even that method gave no indication of the source of the
pressure spikes observed in the experimental data. It is clear that the computational

methods are deficient, but the source of that deficiency is not ciear. Certainly the
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flow is not one dimensional as can be seen by the oblique shock pattern in Fig. 2.

Also, the effects of viscocity on the transient low have been neglected.

Since the source of the transient pressure spikes is of considerable interest, some
further investigation into their source, and how to model them numerically, is

undoubtedly justified.
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VI. NOMENCLATURE

acoustic speed (see Eq. (9))

area

transformation matrix defined by Eq. (22)
constants

coefficients (see Eq. (24))

constants (see Eqs. (47) and (48

energy dependent variable (see Eq. (21))

vector of dependent variables defined by Eq. (5)
vector of dependent variables defined by Eq. (13)
components of G vector

vector of nonhomogeneous terms defined by Eq. éll
vector of nonhomogeneous terms defined by Eq. (14
the identity matrix

Mach number

static pressure

stagnation pressure

elements of R matrix

coefficient matrix

time (independent variable)

constant

constant (200 ms)

components of T vector

static temperature

stagnation temperature

vector of right-hand-side terms (see Eq. (38))

gas velocity

components of W vector

vector of dependent variables (see Eq. {1
vector of dependent variables (see Eq. (3
independent space variable

the length of the wind tunnel (6.35 m)
solution vector (see Eq. (36))

specific heat ratio

partial derivative operator

eigenvalue

slope of characteristic curve in the (x,t)-plane
density (dependent variable)

multipliers

ambient value

corrector value

evaluated at space node i

evaluated at space node i+1
evaluated at space node i-1

evaluated at left-hand boundary
reference value

evaluated at right-hand boundary
partial derivative with respect to time
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X partial derivative with respect to space

Superseripts

n evaluated at time level n
n+1l evaluated at time level n+1
n+! predictor value

T transpose of a vector
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Table 1: Finite Difference Algorithms

Designation Description Figure

LAX1 The Lax algorithm with the dependent 6,12,18
variables pA, pAu, and EA.

LAX?2 The Lax algorithm with the dependent 7,13,19
variables g, pu and E.

FB1 The MacCormack (forward-backward) | 8,14,20
algorithm with dependent variables pA, pAu and EA.

FB2 The MacCormack (F-B) algorithm with 9,15
dependent variables p, pu and E.

MOC1 The method of characteristics algorithm 10,18,21
with dependent variables pA, pAu and EA.

MOC2 The method of characteristics algorithm 11,17,22
with dependent variables p, pu and E.
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Figure 1: Experimental test section pressures.
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Figure 2: Schlieren pictures at 0.5 milisecond intervals of the transient start-up
shocks in a Mach 3 wind tunnel.
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Figure 3: Grid point numbering scheme for the inverse marching method of
characteristics.
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